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Preface
This book is an exploration of neural networks for pattern recognition in
scientific data. An important highlight is the extensive visual presentation of
neural networks concepts throughout. This book is motivated by the
necessity for a text that caters to both researchers and students from a wide
range of backgrounds, one that puts neural networks into a multi-
disciplinary scientific context. For the last seven years, I have taught neural
networks to graduate students from diverse backgrounds, including
biology, ecology, applied sciences, engineering, computing, and commerce
at Lincoln University in New Zealand. My interactions with these students
evolved my presentation of the material in such a way that it makes
networks and their internal details transparent, thereby building confidence
in the methods. Visual presentation became an invaluable tool in making
difficult mathematical concepts easier to grasp. This book is a reflection of
these efforts and of my own interest in exploring neural networks.

My intent is to provide a sound theoretical background within an applied
context. My experience has shown that learning combined with hands-on
applications using neural networks software provides the best outcome.
Additionally, practical tutorial sessions to complement the theoretical
treatments have been very successful in presenting this material.

I have designed this book to introduce neural networks to senior under-
graduate and graduate students from applied fields of research with some
mathematical and basic calculus background. Simple presentations in con-
junction with visual aids make it possible to unravel a network to understand
the mathematical concepts and derivations, and to appreciate the internal
workings of neural networks that are considered to be a ‘black box’ by many.

Chapter 1 begins with an introductory discussion of the role neural

networks play in scientific data analysis and a detailed layout of the book is



xviii &
presented. Many scientists are interested in determining the advantage of
neural networks over classical statistical methods. In this book, statistical
methods are addressed in detail in relation to neural networks; Chapter 2
illustrates that the two approaches are equivalent in linear data analysis and
then begins to build a solid foundation of basic neural network concepts,
instilling a deep understanding to continue forth with confidence.

Chapter 3 through Chapter 5 address nonlinear data analysis with neural
networks using multilayer networks that are the most popular networks for
nonlinear pattern recognition. Multilayer networks are a class of networks
that have layers of neurons with nonlinear processing capabilities. The book
provides extensive coverage of these networks because their potential and
usefulness in systems modeling are increased if their limitations in relation
to robustness and extensive trial-and-error requirements are addressed. The
advantages of neural networks over statistical methods in nonlinear
modeling are illustrated in these chapters. Specifically, these chapters
address in detail nonlinear processing in networks, network training, and
optimization of network configurations. Examples and case studies are
presented so that these chapters can be easily understood. The material in
these chapters is intended for both regular lectures and independent study.

Chapter 6 is a discussion of data exploration and preprocessing; it
involves a significant number of statistical methods, some of which are
available on commonly known statistical programs. The objective of the
chapter is to extract relevant and independent inputs for effective model
development and it can be used in conjunction with hands-on problem
solving on statistical software.

Chapter 7 discusses uncertainty assessment in neural networks and relies
heavily on statistical methods; neural networks are examined on a rigorous
statistical foundation. Although neural networks are powerful nonlinear
processes, tools to assess their robustness have been limited. In this chapter,
neural networks are put into the context of Bayesian statistics for a rigorous
assessment of their uncertainty in relation to network parameters, errors,
and sensitivities. The material presented in this chapter requires a basic
understanding of the concepts of simple, joint, and conditional probabil-
ities, as well as the neural networks concepts developed in Chapter 3
through Chapter 5. Uncertainty assessment presented in the chapter can be
invaluable for gaining confidence in the neural network models and then
using them in decision making.

In my experience, students are particularly interested in self-organizing
maps—unsupervised networks for discovering unknown clusters and
relationships in multidimensional data. Chapter 6 presents this material in
a step-by-step manner that highlights the important concepts. These can be
used as both lecture material and for independent study. The essential
concepts are presented incrementally and many features of unsupervised

data clustering and its relation to some statistical clustering methods are
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illustrated using examples. Specifically, the chapter covers topics including
competitive learning and topology preservation, one- and two-dimensional
maps, map training and validation, map quality assessment, cluster
formation on maps, and evolving self-organizing maps using extensive
graphical illustrations.

The last chapter treats linear and nonlinear time-series forecasting with
neural networks. It extensively covers concepts of recurrent and
feedforward networks for short-term and long-term time-series forecasting,
and the majority of the material can be used as both lecture material and for
independent study. A variety of practical example case studies highlight
all new concepts introduced. The similarity of linear neural networks and
the relevant classical statistical methods are illustrated and the advantages of
nonlinear neural networks are demonstrated.

The examples presented in the book have been developed mainly on
Neural Networks for Mathematicaw and Machine Learning Framework for
Mathematica—two Mathematica add-on programs—and NeuroShell2e, a
commercial software. There are many commercial and free neural networks
software programs available on the World Wide Web to complement the
material in the book.

It was my intention to present the material in this book in such a way that
the fundamentals gained from it will help the reader apply this knowledge
and understanding to a variety of other networks that are not covered in the
book, as well as any other new developments in this fast-growing field. My
experience has shown that the approach used in this book has helped many
diverse researchers learn and apply neural networks in their individual
fields of research. I hope that the readers will find this to be true for

themselves as well.
How to Use the Book

This book covers a number of important issues in model development with
neural networks and is suitable as a research-focused textbook or as a
reference for researchers interested in independent study. The book has
been written for applied scientists and engineers, and as a textbook for
students in these fields. The material may be presented over two semesters:
Chapter 2 through Chapter 5 may be covered in the first semester, and
Chapter 6 through Chapter 9 in the second. Although there is a seamless and
logical progression of material from Chapter 2 through Chapter 7, Chapter 8
relies on the concepts developed in Chapter 2. The final chapter has a strong
relationship to Chapter 3 through Chapter 7. I have used NeuroShell2
(Ward Systems, Inc., USA), Neural Connnectione (SPSS, Inc., USA), and
NeuroSolutionse (NeuroDimension, Inc.) in the past and each is suitable for

class tutorials as well as independent research.
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In a multidisciplinary audience, expected outcomes of the participants
are quite broad. Some wish to learn how to use neural networks as a tool in
their research, and for them it is essential to have user-friendly software such
as those mentioned above. Others prefer to experiment with neural
networks concepts; for these, Mathematica (Wolfram Research, Inc.),
MATLABw (The MathWorks Inc., USA), and CCC programming environ-

ments have been useful.
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Chapter 1

From Data to Models:
Complexity and
Challenges in
Understanding
Biological, Ecological,
and Natural Systems

1.1 Introduction

Nature is complex. It sustains many interacting and interdependent systems
to maintain biological and ecological diversity as well as natural and
environmental processes. Many problems researchers currently face are
related to one or more of these interdependent systems. In solving
biological, ecological, and environmental problems, scientists attempt to
develop models to predict an outcome, understand or explain a process, or
classify a process’s outcome. A major hindrance in modeling real problems
is the lack of understanding of their underlying mechanisms because of
complex and nonlinear interactions among various aspects of the problem.
For example, individuals in an ecosystem make up species that coexist with
other species to form a community that depends on their habitat for
sustenance and regeneration. Ecosystems are maintained through complex

1



interactions between various players in the system that make it impossible to
gain a complete understanding of this system to develop predictive models.
Even the simplest mathematical models of population dynamics, for
example, can exhibit oscillatory and even chaotic behavior, making it
impossible to predict precise dynamics of populations governed by such
equations [1]. In many cases, the best solution is to learn system behavior
through observations or data. Specifically, researchers collect data that
characterizes a system, and they attempt to extract complex nonlinear and
multidimensional patterns and relationships embedded in the data.

There are many reasons for complex system behavior. Many natural
systems display randomness, heterogeneity, multiple causes and effects, and
noise [2]. For example, there are many plant species, and their growth
depends on genetic, environmental, and soil conditions that are also
variables with an element of randomness. Thus, plant growth is a dynamic
process that makes all aspects of growth and properties vary in space and
time. Therefore, understanding the underlying mechanism of plant growth
and its interaction with the environment is a complex problem.

Many situations exist where researchers rely on data to study system
behavior. In ecosystem management, researchers want to know which plant
or animal species is invasive, their habitat’s characteristics, and the risks they
pose to health, crops, commerce, and the management of the ecosystem.
Through biological study, researchers now know the complete human
genome that contains the blueprint for life. However, how genes express in
response to various harmful agents by resisting or giving in to diseases, how
enzymes build proteins, how complex protein structures fold into compact
forms, and many related issues are complex and the only way to understand
these processes is through data. Complex interactions are also found in
environmental management, including water quality, air pollution, and
contaminant transport in porous media, as well as in the management of
natural resources, rivers, lakes, forests, fisheries, and wildlife [2–4].

The nature of the aforementioned problems requires a systems approach
where the most essential features of a complex problem with multiple
interactions are modeled so that the system behavior can be predicted
reliably even under random and noisy conditions. Neural networks are
flexible, adaptive learning systems that follow the observed data freely to
find patterns in the data and develop nonlinear system models to make
reliable predictions; they provide a promising approach for solving many
real-world problems [5,6].

Information processing in the brain inspired neural networks. The brain
processes information incrementally and learns concepts over time. In this
process, the brain attains a remarkable ability to make decisions and draw
conclusions when presented with complex, noisy, irrelevant, or partial
information [7,8]. Neural networks are popular because of their ability to
imitate some of the brain’s creative processes, albeit in a simplistic way, that
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cannot be imitated by existing mathematical or logical methods. Such
capabilities are essential for solving many complex problems.

The remarkable capabilities in the brain arise from its massive networks
of interconnected neurons that incrementally process information trans-
mitted from the external or its internal environment to develop robust
internal representations of the external phenomena. This is called learning,
and the brain can be trained or left to learn on its own. Artificial neural
networks, the subject of this book, are a system of interconnected neurons
organized into a network where each neuron processes data locally using
the concepts of learning in the brain [5,8]. Thus, the networks can be either
specifically trained or left to self-organize and learn on their own. This is
accomplished by repeated exposure to data representing the studied
system, so that the network learns system behavior from data. Once trained,
networks can be used to make pragmatic decisions with regard to the
nature, behavior, use, or management of the system. When they are trained
with samples of input–output data in supervisory mode, they can make
predictions, classifications, or forecasts of future events. In self-organization,
networks learn in an unsupervisory mode and can learn to discover
unknown clusters. For example, they may cluster similar species, groups,
protein structures, etc., and they can provide insight into the internal
structure and relations in the data.

Neural networks have been successfully developed to solve problems in
a variety of applied fields, and a list of examples to demonstrate the diversity
of applications includes

& Plant ecosystems (growth, health, and interaction with the environ-
ment) [9]

& Plant disease identification and prediction of disease spread [10]
& Study of the dynamics of plant and animal communities and their

habitat characteristics [11]
& Study of the effects of deforestation and habitat change on ecosystems
& Classification of plant and animal species
& Micro-array data analysis and protein structure prediction [12]
& Meat quality and tenderness characterization [13–15]
& Animal disease diagnosis and stages of severity to produce animal

health indicators [16,26]
& Prediction of properties and behavior of biological materials

[17,23,24,27]
& Modeling land use change
& Properties and behavior of natural systems such as ground

water systems, time and space variation of properties,
contamination of aquifers and atmospheric systems [3,4]

& Chemicals in the environment and their local and global
consequences [18]
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& Forecasting inflows into rivers and lakes [19]
& Reservoir management
& Integration of many management parameters to provide an

effective solution for the management of a system
& Understanding waste generation factors and long-term forecast-

ing of waste production [20,21]
& Electricity load forecasting [22,25]
& Economic predictions [28]

1.2 Layout of the Book

This book is an exploration of neural networks for pattern recognition in
scientific data, and a major component of the book is the extensive visual
presentations illustrating neural network concepts. Starting with the basics,
the book provides instruction on a variety of neural networks’ internal
workings, and it shows how to apply them to solve real problems. A
thorough explanation of the fundamentals provides a solid foundation for
understanding many types of neural networks. Once this is achieved, we
will explore, in detail, Multilayer Perceptron for predictions and classifi-
cation, Self-Organizing Feature Maps for unsupervised clustering and
Recurrent Networks for time-series understanding and forecasting. Other
selected networks such as Generalized Neuron models and Generalized
Regression Networks are also presented. The importance of, and
approaches to, data preprocessing, model validation, and uncertainty
assessment that are crucial to successful model development are also
addressed. Relevant statistical concepts are presented alongside the neural
network concepts throughout the book. All new concepts are explained
using hands-on examples, and the use and behavior of all network types are
demonstrated through practical application case studies. Following is a
summary of the rest of the book’s chapters.

Chapter 2 introduces neural networks and relevant concepts from
biological neural networks. It demonstrates the operation of single neurons
and several models developed to capture information processing in a
neuron. Neurons presented in this chapter are linear models and their
performance is compared with linear statistical models. Concepts of neuron
activation functions and connection strength (weights) between neurons are
introduced. Weights are the free parameters, and they are the most
important feature of networks because they hold internal representations
(memory) of the model. Learning involves optimizing the weights. This
chapter offers an exploration of learning in these neurons using the learning
theories that have been proposed over time to adjust weights incrementally.
Specifically, a study of the classification capabilities of threshold limited
neurons as well as classification and predictive capabilities of linear neurons
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are conducted. The performance of networks made up of multiple numbers
of these neurons organized in a layer is discussed. Their relationship to
discriminant function analysis and linear and multiple linear regression will
be demonstrated. The chapter also introduces supervised learning,
including Hebbian learning and delta rule, as well as unsupervised learning.

Neural networks draw their nonlinear modeling capabilities from the
flexible processing in nonlinear neurons that are organized into layers in
networks. There are several variants of such networks, and Chapter 3
deals with the operation of a multiple layer network, popularly known as
a Multilayer Perceptron, where more complex neurons are organized in
several layers that make it possible for them to do complex nonlinear
mapping tasks. In-depth discussion within the chapter will provide a solid
foundation for understanding the operation of other similar networks as
well as more complex networks. Here, all the details of data processing
by a network are illustrated through examples. These examples include
how a network processes information and how learning organizes the
internal aspects of a network through activities such as neuron activation
functions, connection strengths, and hidden neuron layers to produce the
desired outcome.

Actual learning mechanisms are covered in Chapter 4, which explores
the internal workings of multilayer networks, and it pays particular attention
to how a network can be trained to learn using learning methods. Learning
involves optimizing the free parameters (i.e., weights) of a network, and the
most widely used approach is minimizing mean square error. The delta rule
is one such approach and this chapter illustrates its use for simultaneously
adapting all the weights in a network. Every detail of the delta rule’s
application is explained through graphs and hands-on examples. Extensive
coverage of several other variants of delta rule—back propagation with
momentum, adaptive learning rate or delta-bar-delta, steepest descent, and
second-order learning methods including QuickProp, Gauss–Newton and
Levenberg–Marquardt methods—is given in this chapter. Each learning
method is explainedwith a hand calculation and a computer experiment, and
learning methods are compared to assess their efficiency. This investigation is
complemented with case studies comparing different learning methods and
assessing their performance on complex data.

Neural networks’ power comes at a cost. There are many possible ways
to configure networks and train them. In other words, with a large enough
number of free parameters, neural networks can be trained to rigidly fit data
that may also include noise. Therefore, it is important to understand how to
optimize the structure and learning of the networks to develop models that
generalize well to unseen data and that are reliable for decision making.
Chapter 5 treats these aspects extensively for multilayer feedforward
networks. Specifically, methods for improving the generalization ability of
networks and the effect of data, noise, and initial network weights on the
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generalization ability of networks are illustrated. The effect of the internal
structure, such as the number of neurons and connections, on the
performance of the networks is explored graphically, and several
approaches to pruning networks to reduce their complexity are illustrated
with examples. Reasons for the instability of weights (i.e., multiple
solutions) in general in a network are explored, and the robustness and
uncertainty of the networks is assessed by analyzing the resistance of
network weights to perturbations.

An important aspect of model development is finding the essential
features that must be incorporated into the model and omitting
unnecessary information or noise. This process is called feature extraction.
Using only the relevant inputs helps reduce the complexity of models and
makes the model parameters robust. Chapter 6 is devoted to data
exploration and preprocessing. It starts with a presentation on approaches
to data visualization and proceeds to discuss correlation and covariance
between variables to identify correlated data. Several approaches to data
normalization are offered to improve the representation of the variables in
the model. Various statistical tools, including partial correlation, best
subsets regression, and principal component analysis, are presented for
selecting inputs into a neural network. The correlated inputs give rise to
multicollinearity, which can severely affect the model’s accuracy and
robustness. Therefore, removing multicollinearity to reduce input
dimensionality can greatly improve model accuracy. In this chapter,
several approaches to addressing multicollinearity are illustrated, including
principal component analysis and partial least-square regression. Outlier
detection and noise removal in multivariate data are addressed for cleaning
the data. The input selection is illustrated through a case study that
highlights the positive effects of dimensionality reduction on model
accuracy of feedforward networks.

Chapter 7 is devoted to uncertainty assessment of feedforward networks
using Bayesian statistics. First, it puts network learning in the context of
maximum likelihood parameter estimation in statistics. It then puts the
optimum parameters (weights) obtained from training of networks in a
probabilistic framework so the uncertainty of weights can be properly
assessed. Specifically, for a trained network, weight probability
distribution is attained and is used to assess the uncertainty of other
parameters, such as model output, error due to intrinsic noise, and network
sensitivity to inputs. A case study is presented where the uncertainty of
networks’ sensitivities are explored to assess the relevance of inputs, and
the uncertainty of output errors are assessed to ascertain the robustness
of the model’s output. This chapter systematically illustrates the significance
of the principal component-based dimensionality reduction on the
robustness of models.
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Chapter 8 presents self-organizing map (SOM) networks, also called
unsupervised networks, that discover cluster structures and relationships in
multidimensional data that are not initially known. These networks have an
input layer and an output layer (the map), which has a predefined structure
(i.e., number of neurons). Input layer is connected to output layer neurons
with weights that reorganize themselves in a way so that inputs that are
similar are clustered together. The structure and training of these networks
using competitive and self-organization learning are discussed, and
illustrated using hand calculations, computer experiments, and real case
studies. One- and two-dimensional maps and relevant learning issues are
discussed in greater detail. A trained map is a compact preservation of the
input probability distribution. Ways to assess the quality of the map as well
as defining specific numbers of clusters on a trained map are also presented.
Evolving SOMs that allow a flexible map structure to grow as dictated by the
data are presented and illustrated through examples.

Time-series forecasting with neural networks is the focus of Chapter 9.
Time-series are auto-correlated, and an outcome at an instance of time has a
strong correlation to past observations (lags) of the same series. First, a
detailed analysis of linear models is presented with examples, then,
nonlinear neural networks for time-series forecasting are discussed.
Specifically, a modified back propagation and several variants of recurrent
networks are analyzed extensively to demonstrate their ability to capture
temporal dynamics in data, and each network is illustrated with an example
case study. These networks are presented as an extension of the classical
linear Autoregressive (AR) and Moving Average (ARMA) models. Network
development for extended long-term forecasting is presented and illustrated
using a case study. Networks’ bias and variance components for time-series
forecasting are analyzed with respect to input lags and network structure.
Finally, approaches for input selection in time-series forecasting are
presented and illustrated using a practical example case study.
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Chapter 2

Fundamentals of Neural
Networks and Models for
Linear Data Analysis

2.1 Introduction and Overview

Neural networks are an evolving field with origins in neurobiology. Neural
networks are models that attempt to mimic some of the basic information
processing methods found in the brain. Because our brains perform
complex tasks, neural networks modeled after the brain have also been
found useful in solving complex problems. The field of neural networks has
grown from the modeling of simple processing elements or neurons to
massively parallel neural networks. This chapter demonstrates the basic
concepts of neural networks by following the evolution of some neural
networks concepts. Specifically, the chapter will look broadly at what
comprises a neural network and will present a detailed study of what
neurons are, how they have been modeled, and how to interpret the model
outcomes. It will also give an introduction to the foundation of learning
methods, and to important major developments that laid the groundwork
for the development of powerful neural network models. At the end of the
chapter, the reader will have a solid understanding of information
processing in single-neuron models and linear neural network models,
which will aid the study of nonlinear neural network models in subsequent
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chapters. Along the way, the chapter will also relate several statistical
concepts of linear analysis to neural network concepts that will be
developed incrementally.

Section 2.2 introduces the concepts of neurons and neural networks;
Section 2.3 presents the fundamental concepts from neurobiology that
inspired the development of neural networks. The modeling of neurons is
introduced in Section 2.4, and learning strategies are discussed in Section 2.5,
along with two single-neuron models for linear data analysis—perceptron
and linear neuron—as well as linear neural networks. Corresponding
statistical methods are also highlighted in Section 2.5. A chapter summary is
presented in Section 2.6.

2.2 Neural Networks and Their Capabilities

A broader definition of a practical neural network is that it is a collection
of interconnected neurons that incrementally learn from their environ-
ment (data) to capture essential linear and nonlinear trends in complex
data, so that it provides reliable predictions for new situations containing
even noisy and partial information. Neurons are the basic computing
units that perform local data processing inside a network. These neurons
form massively parallel networks, whose function is determined by the
network structure (i.e., how neurons are organized and linked to each
other), the connection strengths between neurons, and the processing
performed at neurons.

Haykin [1] states that “A neural network is a massively parallel distributed
processor that has a natural propensity for storing experiential knowledge
and making it available for use. It resembles the brain in two respects: 1.
Knowledge is acquired by the network through a learning process; 2.
Interconnection strengths between neurons, known as synaptic weights or
weights, are used to store knowledge.”

Neural networks perform a variety of tasks, including prediction or
function approximation, pattern classification, clustering, and forecasting,
as shown in Figure 2.1 [2]. Neural networks are very powerful when fitting
models to data (Figure 2.1a). They can fit arbitrarily complex nonlinear
models to multidimensional data to any desired accuracy; consequently,
neural network predictors are called universal approximators [3]. From a
functionality point of view, they can be thought of as extensions to some
multivariate techniques, such as multiple linear regression and
nonlinear regression.

Neural networks are also capable of complex data and signal (time-series)
classification tasks involving arbitrarily complex nonlinear classification
boundaries (Figure 2.1b). In situations in which the naturally formed clusters
in the data are unknown a priori, neural networks are useful in unsupervised
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clustering, in which they use the internal properties of the data to discover
unknown cluster structures (Figure 2.1c). A powerful feature of the
unsupervised neural clustering method called self-organization is that it
can also simultaneously reveal spatial relations between clusters of data
while finding the clusters. Neural networks are also capable of time-series
forecasting, in which the next outcome or outcomes for the next several
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Figure 2.1 Some functions of neural networks suitable for scientific data
modeling: (a) fitting models to data, (b) complex classification tasks, (c)
discovering clusters in data, and (d) time-series forecasting.
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time steps are predicted (Figure 2.1d). This is accomplished by capturing
temporal patterns in the data in the form of past memory, which is embedded
in the model. In forecasting, this knowledge about the past defines future
behavior.

There are a variety of neural networks with special features that have
been developed to accomplish the above tasks; some of the most relevant
for scientific data modeling are shown in Figure 2.2, which illustrates the
organization of the individual processing elements or neurons (denoted by
circles), the links between them, and the manner in which this structure

(a) 

Single-layer perceptron

Linear classifier

(b) 

Linear neuron

Linear predictor/classifier

(e) 

SOM
Unsupervised clustering /topology presentation

(f)

Recurrent petworks
Time-series forecasting

(d) 

Competitive networks

Unsupervised classifier

(c) 

Multilayer perceptron

Nonlinear predictor/classifier

Figure 2.2 Some neural network types for performing tasks depicted in Figure 2.1:
(a) single-layer perceptron, (b) linear neuron, (c) multilayer perceptron, (d)
competitive networks, (e) self-organizing feature map, (f ) recurrent networks.
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links inputs to outputs. The perceptron network in Figure 2.2a, which will
be explored in this chapter, is a linear classifier and is functionally similar to
simple- and multiple-discriminant function analysis in statistics.

The linear neuron shown in Figure 2.2b is a linear classifier and predictor
whose predictive capabilities are equivalent to simple and multiple linear
regression models; as a classifier, it resembles simple- and multiple-
discriminant function analysis in statistics. These aspects will also be
explored in this chapter.

The multilayer perceptron (MLP) model shown in Figure 2.2c is the most
well-known neural network for the nonlinear prediction and classification
tasks shown in Figure 2.1a and Figure 2.1b. This, in fact, is an extension of
the perceptron network. Chapter 3 and Chapter 4 are devoted entirely to
these networks. The competitive networks (Figure 2.2d) are unsupervised
networks that can find clusters in the data. The self-organizing feature map
(SOFM) competitive network shown in Figure 2.2e not only finds unknown
clusters in the data but also preserves the topological structure (spatial
relations) of the data and clusters [4]. Two popular neural networks for time-
series forecasting are the Jordan and Elman Networks [5] presented in
Figure 2.2f. These networks contain feedback links that help to capture
temporal effects. All the networks illustrated in Figure 2.2 will be discussed
in various chapters throughout this book.

The common element between all these networks is that they each
contain many links connecting inputs to neurons and neurons to outputs.
These links are called weights, and they facilitate a structure for flexible
learning that allows a network to freely follow the patterns in the data. The
weights are called free parameters, and the neural networks are therefore
parametric models involving the estimation of optimum parameters. The
flexible structure of these neural networks is what makes them capable of
solving such a variety of complex problems.

To illustrate this point, Figure 2.3 shows the structure of an MLP network
(also shown in Figure 2.2c) that is capable of complex input–output
mapping, shown in Figure 2.1a and Figure 2.1b. It has an input layer, a
hidden layer, and an output layer of neurons, denoted by I, H, and O,
respectively. These three layers are linked by connections whose strength is
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O

O

I

I

I

I

Figure 2.3 An example multilayer neural network.
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called weight. Thus there are two sets of weights, the input-hidden layer
weights and the hidden-output layer weights. These weights provide the
network with tremendous flexibility to freely adapt to the data; they are the
free parameters, and their number is equivalent to the degrees of freedom of
a network.

The input layer transmits input data to the hidden neurons through
input-hidden layer weights. Inputs are weighted by the corresponding
weights before they are received by the hidden neurons. The neurons in the
hidden layer accumulate and process the weighted inputs before sending
their output to the output neurons via the hidden-output layer weights,
where the hidden-neuron output is weighted by the corresponding weights
and processed to produce the final output. This structure is trained to learn
by repeated exposure to examples (input–output data) until the network
produces the correct output. Learning involves incrementally changing the
connection strengths (weights) until the network learns to produce the
correct output. The final weights are the optimized parameters of
the network.

Some of the key features of neural networks can therefore be
summarized as follows: they process information locally in neurons;
neurons operate in parallel and are connected into a network through
weights depicting the connection strength; networks acquire knowledge
from the data in a process called learning, which is stored or reflected in the
weights; a network that has undergone learning captures the essential
features of a problem and can therefore make reliable predictions. These are
essentially the functions of the brain, and they illustrate the manner in which
the functioning of the brain has inspired neural networks. To understand the
internal workings of neural networks, the next section will briefly examine
how the brain processes information.

2.3 Inspirations from Biology

The human brain can be thought of as an information-processing entity. It
receives information from the external environment via the senses and
processes them to form internal models of external phenomena. The brain is
particularly capable of adjusting these models, as well as interpolating or
extrapolating them to suit new situations with such agility that it can make
reliable decisions, including recognizing patterns, understanding concepts,
and making predictions even with partial information that may be random
or noisy.

The local information processing in brain cells or neurons, which form a
large number of parallel networks in the cortex of the brain, is central to
these activities. The cortex is the thin outer layer of the brain that contains a
large number of neurons, in the order of 100 to 500 billion [6]. Neurons are
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organized into about 1000 main clusters, each with about 500 networks [7].
A single network may have in the order of 10 000 neurons, and it is known
that some networks are organized in a hierarchical or layered fashion. The
brain has a variety of specialized neurons, and depending on the type, each
neuron can send signals to anywhere from a hundred to several thousand
other neurons. It is now known that the repeated excitation of neurons leads
to the growth of new connections between them, thus creating and
expanding a massively interconnected network that holds memory. The
memory, or the acquired knowledge, is known to be stored as the
connection strengths between neurons.

A biological neuron consists of three main components, as shown in
Figure 2.4a: (i) dendrites that channel input signals, which are weighted by
connection strengths, to a cell body; (ii) a cell body, which accumulates the
weighted input signals and further processes these signals; and (iii) an axon,
which transmits the output signal to other neurons that are connected to it.
The computing process in a neuron is idealized in a model neuron shown in
Figure 2.4b, in which signals are received, accumulated, or summed ðSÞ in
the cell body and processed further ½ f ðSÞ� to produce an output. These
aspects of neural operation will be examined in detail later in this chapter.
The other neurons that receive this output signal (and the output signals
from other neurons) in turn process the information locally and pass the
output signal to other neurons until the process is completed and a concept
is generated or reviewed, or an action is taken. This process is shown in
detail in Figure 2.4c, in which each input is first weighted appropriately and
the weighted inputs are summed and processed through an input–output

f (∑)

Input–
output

function
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Input
Weighted
Input

1

0.1
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0.5

Sum

Total
weighted

input Output

Unit

(a)

(b)

(c)

Dendrites

Axon

∑

Figure 2.4 A biological neuron and its representation: (a) biological neuron, (b)
neuron model, (c) detailed workings of a single neuron.
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function inside the neuron to produce an output [6]. This figure also
highlights the effect of the weights, which must undergo adaptation if the
neuron were to learn patterns in the information it receives.

The signals (inputs) from one neuron are passed to another neuron
through connections between them; Figure 2.5a shows the communication
between three neurons comprising a small network [6]. The first neuron
sends signals to the latter two, which receive additional signals from the
other neurons connected to them, as indicated by the extra arrows.
Figure 2.5b shows a model of this network [6]. By organizing neurons in this
fashion, massively parallel networks are formed in the brain. In biological
neurons, signals are electrical in nature and are generated as a result of the
concentration differential in potassium (KC) and sodium (NaC) ions within
and outside of cells. The signal passes from one neuron to the next through
the release of neurotransmitters, which leads to the generation of an electric
potential in the receiving neuron.

2.4 Modeling Information Processing in Neurons

An interest in modeling biological neural networks emerged in the 1940s.
Initial modeling efforts were in biology, the cognitive sciences, and related
fields, and were stimulated by the possibility that the models might explain
brain function based on the observations made by neurobiologists and
cognitive scientists. To mimic biological networks, it is important to model
the information processing in individual neurons. This involves under-
standing how signals are synthesized by a neuron to produce an output
signal, and how neurons work collectively to produce an outcome. It also
necessitates an understanding of the mechanisms of learning in neural
networks from data, which is crucial to the development of memory or
knowledge in the network, which in turn enables a model to perform some
brain-like functions.

(a) (b)

f(∑)∑

∑

∑ f (∑)

f (∑)

Figure 2.5 Communication between neurons: (a) network of three biological
neurons, (b) neural network model.
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A lack of detailed knowledge of the mechanisms of neural information
processing provided the researchers with an opportunity to experiment
with new ideas for these networks, resulting in a rich array of neural
networks, some of which are simple approximations of biological neural
networks, and others are highly useful for problem solving but bear little
resemblance to the actual operation of the brain. These efforts led to the
development of artificial neural networks, which are widely used for
solving a variety of problems in many fields remotely related to
neurobiology, such as ecology, biology, engineering, agriculture, environ-
mental and resource studies, and commerce and marketing. In this book,
the term “neural networks” represents artificial neural networks, and
“neurons” denotes artificial neurons. In this chapter, biological and
artificial neural networks are intertwined, but the aim is to demonstrate
the development of artificial neural networks that are useful for practical
problem solving.

The next section presents an incremental introduction to neural network
concepts, neuron models, mechanisms of learning from data, and other
fundamental issues of neural networks, so that the reader can better
appreciate and understand the neural networks in the rest of the book.
These discussions will also facilitate the exploration of deeper aspects of the
nature of data modeling as relevant to many applied fields of study.

2.5 Neuron Models and Learning Strategies

Neural computing has undergone several distinct stages. Early attempts
occurred from the beginning of the 20th century to about 1969; 1969 to 1982
were quieter years, and 1982 marks the resurgence of activities that
propelled a growth of neural networks that continues to this day [3]. This
section highlights some of the important conceptual developments that are
important for understanding and applying neural networks.

During the early 20th century, William James, an eminent American
psychologist, provided two important clues to neural modeling: (1) If two
neurons are active together, or in immediate succession, then on
reoccurrence they repeatedly excite each other and the intensity between
them grows; (2) the amount of activity of a neuron is the sum of the signals it
receives, with signals being proportional to the strength of the connection
through which a signal is received [7]. This basically suggests that a signal
from one neuron going to the cell body of another is weighted in proportion
to how strongly one neuron excites the other. The more intensely one
neuron excites another, the larger the weight between them. These
fundamental ideas have been implemented and incrementally advanced
throughout the development of artificial neural networks.
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2.5.1 Threshold Neuron as a Simple Classifier

A threshold neuron is a simple model, developed as a simple approximation
to biological neurons by McCulloch-Pitts in 1940 [8]. It provided the stepping
stone for the development of neural networks and learning methods that
followed later [7]. It uses the threshold function in the neuron to transform
inputs to an output, producing an output of either 0 or 1. This is simplistic
from a biological point of view, because real neurons seem to have
continuous signal outputs. The model neuron also has fixed weights, so it
does not learn. This is because, at the time, it was not known how to adapt
the connection strengths (weights) between the neurons. In the original
design, threshold neurons used binary inputs (1 or 0) and McCulloch and
Pitts [8] demonstrated that even these simple neurons could be organized
into parallel networks that can perform some complex classifications
tasks [3].

This chapter will study the general properties of a single-threshold
neuron that takes real values as inputs, as it highlights some basic aspects of
neural processing and it has some interesting basic features of a classifier. To
illustrate the operation of this neuron, a simple classification problem, given
in Table 2.1 and plotted in Figure 2.6a, will be solved. This problem includes
two inputs (x1 and x2), one target output (t) that belongs to one of two
categories (0 or 1), and four sets of input–output pairs. One row or one set of
inputs is called an input vector or input pattern. The task is to correctly
classify the input patterns into two groups (1 or 0). This task will be solved
using a threshold neuron, shown in Figure 2.6b, to model the data. Here the
neuron receives the two inputs through weights w1 and w2, but both weights
will be fixed at 1.0 for this exercise, which means that there is no learning.

There are two aspects to the computations in this neuron. It first
calculates the net input u and then decides the output y using a threshold
function. These two calculations are performed as follows: The net input u
to neuron is the sum of the weighted inputs, calculated as

S Z u Z w1x1 C w2x2; ð2:1Þ

where x1 and x2 are inputs. Because w1 and w2 are both equal to 1,

Table 2.1 Classification Data

x1 x2 t

0.2 0.3 0

0.2 0.8 0

0.8 0.2 0

1.0 0.8 1
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u Z x1 C x2: ð2:2Þ

The value of u decides the activation threshold. Because the sum of the two
inputs for one category is 2 and for the other category is 0, 1, and 1,
respectively, for the inputs in Table 2.1, the threshold should be placed
anywhere between 1.0 and 2.0. A threshold of 1.3 will be arbitrarily chosen
for this case. Then the threshold function computes the activation or output
(y) of the neuron as a function of u, such that

f ðSÞ Z y Z
0 u!1:3

1 uR1:3:

(
ð2:3Þ

Using this simple classifier, it is now possible to check its performance. For
the four inputs, the neuron output is computed following the same
procedure described above; the results are presented in Table 2.2.

The neuron correctly classifies the data immediately due to the prior
decision to set the threshold function at uZ1.3. As stated earlier, for this
case u can be fixed anywhere between 1.0 and 2.0 to obtain a correct
classifier for the data. Because the location of the threshold function defines
the two categories, uZ1.3 decides a classification boundary that can be
formulated as

1
x1

1
x2

u = Σ

x1

x2

y

y=f (Σ)

u

w1

w2

(a) (b)

Figure 2.6 Classification by a threshold neuron: (a) classification data and (b)
configuration of a linear threshold neuron for this task.

Table 2.2 Performance of the Threshold Classifier

Input (x1, x2) u y

(0.2, 0.3) 0.5 0

(0.2, 0.8) 1.0 0

(0.8, 0.2) 1.0 0

(1.0, 0.8) 1.8 1
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u Z x1 C x2 Z 1:3

x2 Z 1:3K x1:
ð2:4Þ

This boundary line is superimposed on the data in Figure 2.7. The data
on one side of the classification boundary belong to one category, and
those on the other side of the boundary are classified into the other
category. This is a simple classifier neuron that accumulates inputs and
produces a bounded output (0 or 1) using a threshold function.

Key aspects of the above threshold neuron classifier can be summarized
as follows: It does not learn from the environment (weights are equal to 1),
but it can be designed to perform a classification task if the designer
carefully positions the threshold function at a particular location (ideally, the
neuron would decide this position by itself). The threshold neuron also
classifies the data regions that are linearly separable. This means that a
straight line can separate the two classes, and the threshold fixes this line as
the classification boundary. Any input to the left of the boundary produces
an output of 0, and those to the right of and on the boundary line yield an
output of 1.

Inputs and weights as vectors. For simplicity, vector notation will be
used. In this notation, an input vector is represented by upper case x as

x Z x1; x2f g:

Thus, the four input vectors can be represented as

x1 Z f0:2; 0:3g; x2 Z f0:2; 0:8g; x3 Z f0:8; 0:2g; x4 Z f1:0; 0:8g:

Similarly, the weight vector can be denoted in vector form as

w Z fw1;w2g:

1
x1

1
x2

Figure 2.7 Classification boundary of the threshold neuron superimposed on the
data.

22 & Neural Networks for Applied Sciences and Engineering



The four input vectors and the weight vector are graphically presented in
Figure 2.8.

The weighted sum of the inputs, uZx1.w1Cx2.w2, can be represented
as multiplication of the input and weight vectors or dot product as

u Z w$x Z fw1;w2g$fx1; x2g

Z w1x1 C w2x2

For w Z f1; 1g; u Z x1 C x2:

Refer to the Appendix for a brief introduction to vectors and vector
processing.

2.5.2 Learning Models for Neurons and Neural Assemblies

2.5.2.1 Hebbian Learning

A major drawback of the threshold neuron considered in the previous
section is that it does not learn. In 1949, Donald Hebb, a psychologist,
proposed a mechanism whereby learning can take place in neurons in a
learning environment. In his book The Organization of Behavior, Hebb [9]
defined a method to update weights between neurons that came to be
known as Hebbian learning. Key points of his contribution are: (1) He stated
that the information in a network is stored in weights or connections
between the neurons. (2) He postulated that the weight change between
two neurons is proportional to the product of their activation values (neuron
outputs), thereby enabling a mathematical formulation of the concept that
stronger excitation between neurons leads to the growth in weights
between them. (3) He proposed a neuron assembly theory, suggesting that

x2

x3

x4

x1

w(0.2, 0.8)

(0.2, 0.3)

(0.8, 0.2)

(1.0, 0.8)

(1.0,1.0)

Figure 2.8 Representation of the input data and the weights as vectors.
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as learning takes place by repeatedly and simultaneously activating a group
of weakly connected neurons, the strength and patterns of the weights
between them undergo incremental changes, leading to the formation of
assemblies of strongly connected neurons.

The above ideas of learning were motivated by well-known concepts
of classical, or Pavlovian, conditioning, established through animal
experiments that supported the fact that through repeated exposure to a
stimulus, learning takes place in the brain. These findings strongly
supported the hypothesis that learning involves the formation of new
connections between neurons that grow in strength through repeated
exposure to the stimulus. Hebb [9] developed this into a learning method
that allows neurons to learn by adjusting their weights in a learning
environment.

Formulation of Hebbian learning. Hebbian learning can be expressed as
follows: If two neurons have activations, or outputs, of x and y, and if x
excites y (or moves in the same direction), the connection strength between
them increases. Therefore, the change in weight between two neurons, Dw,
is proportional to the product of x and y, as given in Equation 2.5:

Dwfx$y: ð2:5Þ

The symbol f denotes proportionality, which can be removed by using a
coefficient, b, so that

Dw Z b x$y: ð2:6Þ

The new value of the weight, wnew, is

wnew Z wold C Dw Z wold C b x$y; ð2:7Þ

where wold is the initial value of the weight prior to learning. This concept
was later logically extended to inhibitory connections, in which one
neuron inhibits another and the connection strength decreases (i.e.,
wnew Z woldKDw) [7]. The constant of proportionality, b, is termed the
“learning rate,” and determines the speed at which learning takes place. The
larger the b, the faster the weights change, and vice versa. With repeated
exposure to stimuli (learning environment or example data), this
mechanism allows for incremental learning from the environment.
However, it took several years before this learning was incorporated into
the next model neuron—perceptron—which not only became very popular
and caused a great stir in the research community, but was also the platform
on which many later developments were made in artificial neural networks.
The next section will present an example of Hebbian learning as it is applied
to perceptron.

Implementation of learning in a neural assembly (perceptron). Research
on modeling of the learning process in neural networks dates back to Frank
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Rosenblatt, who, during the 1950s, laid the foundation for the field of
adaptive neural computing. He recognized that the threshold neuron is not
suitable for modeling brain functions such as cognition because it is not
flexible enough to learn from and adapt to the environment. He focused on
how the brain learns from experience, responds in similar ways to similar
experiences, recognizes patterns, groups similar experiences together, and
differentiates them from dissimilar experiences, despite the imprecision in
initial wiring in the brain [3]. In a landmark paper, Rosenblatt [10] proposed
the first neural model, called perceptron, which was capable of learning to
classify certain pattern sets as similar or dissimilar by modifying its
connections. Essentially, he made threshold neurons learn using
Hebbian learning.

Rosenblatt [10,11] used biological vision for his network model. He
demonstrated many possible network structures for this task, but this section
will look at one that has interesting features (structure and learning) relevant
to all the networks that will be studied later in this book. In this
configuration, the perceptron network has three layers, as shown in
Figure 2.9. The input layer consists of a set of sensory cells in the retina,
randomly and partially connected to neurons in the next higher association
layer. The association layer neurons are connected bidirectionally in a
partial and random manner to neurons in the next higher response layer.
With bidirectional connections, association and response neurons can
excite or inhibit each other. Moreover, all response neurons are
interconnected with inhibitory connections, causing them to competitively
inhibit each other by sending inhibitory signals. The neurons in the
association and response layers were threshold neurons, with a threshold
function set at the origin. The goal of the perceptron network was to activate
the correct response neurons for each input pattern class. Learning only
happened between the association layer and the response layer. A popular
version of this network (single-layer perceptron) is shown in Figure 2.2a,
which is presented in Chapter 3 and Chapter 4.

A

g

A g

Retina
cells

Association
layer

Response
layer

Figure 2.9 A schematic diagram capturing some essential features of a perceptron
network that learns through competition.
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Rosenblatt [10,11] introduced two important learning concepts—
unsupervised and supervised learning—to train perceptron networks.
These concepts are still the basis for neural learning today. Their
fundamental aspects will be reviewed in the next section in relation to his
perceptron model.

2.5.2.2 Unsupervised or Competitive Learning

Competitive learning, also called unsupervised learning, involves a network
learning to respond correctly on its own without the involvement of an
external agent (actual output). When an input is presented to the perceptron
shown in Figure 2.9, various association neurons become active, and they in
turn activate some response neurons. The response neuron that receives the
largest input inhibits the other cells in the same layer and becomes the
winner. The winner produces the network output, which may be an implicit
action of perception such as pattern classification. The association neurons
that activate the winner response neuron grow in connection strength, and
those that do not send signals to it get inhibited and decrease in strength. In
this manner, the response neurons become increasingly sensitive to the type
of input they initially respond to; over time, various response neurons learn
to specialize by responding to specific inputs. This basic idea is currently
used in competitive networks and SOFMs, which were briefly discussed
earlier and are shown in Figure 2.2d and Figure 2.2e. These networks will be
covered in detail in Chapter 8.

2.5.2.3 Supervised Learning

Supervised learning does not involve competition, but uses an external
agent (actual output) for each input pattern that guides the learning process.
There are several forms of supervised learning. Its simplest form, forced
learning, works as follows: At the same time as an input pattern (one input
vector) is presented, an appropriate response neuron is forced into action
from outside. The active association neurons feeding this neuron will grow
in connection strength and, over time, this response neuron becomes more
sensitive to that input pattern and learns to classify it correctly without any
outside force. Another form of forced learning is reinforcement learning, in
which the network receives feedback whether the output is positive or
negative and uses this information to improve its response over time. These
two methods imply Hebbian learning.

A third, more advanced, form of supervised learning that grew out of the
above methods is error correction learning, now generally known as
supervised learning, in which the actual value of the correct output is shown
to the network and the weights are adjusted until the actual difference
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between the output of response neurons and correct output becomes
acceptable. This idea is more complex than Hebbian learning, and has been
developed into more powerful learning methods based on error gradient; it
is currently used in the widely popular MLP discussed in detail in Chapter 3
and Chapter 4.

2.5.3 Perceptron with Supervised Learning as a Classifier

The neurons in perceptron are threshold neurons working together.
However, the difference is that a perceptron network learns from example
data and the weights change during learning. This section examines a
simple version of a response neuron without feedback or competition, as
shown in Figure 2.10. This neuron receives multiple inputs and processes
them to produce an output. One of the inputs can be made equal to 1 and
called bias; it can be considered as incorporating the effects that are not
accounted for by the input variables feeding the neuron. This is similar to
the intercept in regression analysis. Learning requires a set of inputs and the
corresponding output(s), which together are called a training set. Thus, the
true output class must be known for each input vector prior to learning, and
supervised learning involves repeated exposure to training data and
iterative modification of the weights that are set to random values, until
the model learns to perform the task properly. This process is called training
a network.

Processing in this simple perceptron takes place as follows: Weights are
initialized with random values. The first input pattern is presented and the
inputs are weighted by the corresponding weights, summed, and
transformed through a threshold function to produce an output. The
threshold function is a unit step function positioned at the origin, such that
the perceptron output is either 1 or 0 (on or off ). If the weighted sum is
greater than or equal to 0, the output is 1; otherwise, it is 0. Consequently, a
one-output perceptron can indicate only two output classes (1 or 0). The
perceptron output, y, is compared with the target output, t. If the

x1

x2

xn

y
Σ

Figure 2.10 A single-neuron perceptron model.
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classification result is wrong, the learning algorithm adjusts the weights to
map the input data correctly to one of the two classes. The next input
pattern is presented, and the process is repeated for all input patterns until
learning is complete. This iterative learning process is demonstrated below.

2.5.3.1 Perceptron Learning Algorithm

Assume n input connections representing n input variables x1, x2, ., xn.
The input vector, x is {x1, x2, ., xn}. The corresponding weight vector, w, is
{w1, w2, ., wn}. The net input u for an input vector x is:

u Z w1x1 C w2x2 C/C wnxn: ð2:8Þ

The threshold function set at the origin produces an output y, such that

y Z
0 u!0

1 uR0:

(
ð2:9Þ

If the classification is correct, the perceptron has classified correctly and the
weights are not adjusted. Otherwise, the individual weights are adjusted
using a perceptron learning algorithm, which is a modified form of Hebbian
learning that incorporates the error as follows:

Error Z E Z tK y ð2:10Þ

where t is the target output. The new value for any single weight is

wnew Z wold C b x E ð2:11Þ

where x is the input. This results in the following for the three possible
conditions of error, E:

wnew Z

wold E Z 0 ði:e:; t Z yÞ

wold C bx E Z 1 ði:e:; t Z 1; y Z 0Þ Rule 1;

woldK bx E ZK1 ði:e:; t Z 0; y Z 1Þ Rule 2

8><
>: ð2:12Þ

where wnew is the new value of any weight, wold is the old or initial value of
the weight, and x is the input vector. b is the learning rate, a constant
between 0 and 1, that adjusts how fast learning should take place. Smaller
values indicate a slower weight adjustment, requiring a longer period of
time to complete training; larger values accelerate the rate of weight
increments. Accelerated weight adjustment is not necessarily better because
it may cause the solution (i.e. weights) to oscillate around the optimum,
leading to instability, as will be explored in later chapters.

Next, this perceptron learning algorithm will be used in a modified form
to train a simple perceptron classifier with two inputs and one output, as
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shown in Figure 2.11b, in which x1 and x2 are input variables and y is the
perceptron output. The task is to classify the two-dimensional patterns
plotted in Figure 2.11a, which belong to two output classes (D denotes class
A and - denotes class B).

For this example, assume that bZ0.5. Random initial values will be
assigned for the weights; w0

1 Z0:8 and w0
2 ZK0:5 (the superscript 0

denotes initial.) Thus the initial weight vector is W0Z {0.8,K0.5}, and is
superimposed on the data in Figure 2.12. The length L0 of the initial weight
vector, which is denoted by kw0k in vector notation, is

L0 Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðw0

1Þ
2 C ðw0

2Þ
2

q
Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:8Þ2 C ðK0:5Þ2

p
Z 0:94:

Present input pattern 1—A1: x1Z0.3, x2Z0.7, tZ1; w0
1 Z0:8; w0

2 ZK0:5:
The weighted input is

Suppose that the increment of the two weights is denoted by Dw1
1 and

Dw1
2, the superscript 1 denoting the first weight increment. Then

Dw1
1 Z bx1 Z ð0:5Þð0:3Þ Z 0:15

Dw1
2 Z bx2 Z ð0:5Þð0:7Þ Z 0:35:

(a) (b)

–1 –0.5 0.5 1
x

–1

–0.5

0.5

1
y

x1

x2

y
u

w1

w2
u = Σ

y=f(Σ)

Figure 2.11 Perceptron learning: (a) plot of the input data belonging to two
classes for perceptron learning and (b) the perceptron configuration for this task.
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New weights after the first increment will be denoted by w1
1 and w1

2. Then

w1
1 Z w0

1 C Dw1
1 Z 0:8 C 0:15 Z 0:95

w1
2 Z Dw0

2 C w1
2 ZK0:5 C 0:35 ZK0:15:

In vector form:

w1 Z w1
1;w

1
2

	 

Z 0:8;K0:5½ �C 0:15; 0:35½ � Z 0:95;K0:15½ �:

Thus the new weight vector is {0.95, K0.15} and the length of the weight
vector is

L1 Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðw1

1Þ
2 C ðw1

2Þ
2

q
Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:952 C ðK0:15Þ2

p
Z 0:96:

In Figure 2.12, the initial and modified weights are superimposed on the
input data. The wrong classification causes the weights to change. It can be
seen that if the perceptron underpredicts (i.e., tZ1, yZ0), the weights
move closer to the input vector; in this case, they move closer to one that is
at the upper right corner.

Reapplying the input vector {0.3, 0.7}:

–1

–0.6

–0.4

–0.2

0

0.2

0.4

0.6

0.8
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Figure 2.12 Progression of weight adaptation in a two-input perceptron.
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Now, the next input pattern is presented to the modified perceptron:

Present input pattern 2—B1: x1 ZK0:6; x2 Z 0:3; t Z 0;

w1
1 Z 0:95; w1

2 ZK0:15;

Thus the neuron correctly classifies the two input patterns.

Present input pattern 3—B2: x1ZK0.1, x2ZK0.8,
t Z 0; w1

1 Z0:095; w1
2 ZK0:15:

ZOperceptron over-predicts (i.e., tZ0, yZ1); weights need adjustment
using Rule 2 in Equation 2.12.

Suppose that the increment of the two weights is denoted by Dw2
1

and Dw2
2; with the superscript 2 denoting the second weight increment.

Then

Dw2
1 ZKbx1 ZKð0:5ÞðK0:1Þ Z 0:05

Dw2
2 ZKbx2 ZKð0:5ÞðK0:8Þ Z 0:4:

Denoting new weights after second increment by w2
1; and w2

2:

w2
1 Z w1

1 C Dw2
1 Z 0:95 C 0:05 Z 1:0

w2
2 Z w1

2 C Dw2
2 Z�0:15 C 0:4 Z 0:25:

In vector form

w2 Z w2
1;w

2
2

	 

Z 0:95;K0:15½ �C 0:05; 0:4½ � Z 1:0; 0:25½ �:

The new weight vector w2Z ðw2
1;w

2
2ÞZ f1:0; 0:25g. The magnitude or the

length of the new weight vector denoted by kw2k is

L2 Z kw2k Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:02 C 0:252

p
Z 1:03:

The new weight vector is superimposed on the data in Figure 2.12, which
shows that overprediction (i.e., tZ0, yZ1) pushes the weight away from
that input.
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Present input pattern 4—A2: x1Z0.1, x2ZK0.45, tZ1; w1
2Z1.0,

w2
2 Z0:25:

Suppose that the increment of the two weights is denoted by Dw1
3 and

Dw3
2, with the superscript 3 denoting the third weight increment. Then

Dw3
1 Z bx1 Z ð0:5Þð0:1Þ Z 0:05

Dw3
2 Z bx2 Z ð0:5ÞðK0:45Þ ZK0:225:

Denoting new weights after the third increment by w3
1 and w3

2:

w3
1 Z w2

1 C Dw3
1 Z 1:0 C 0:05 Z 1:05

w3
2 Z w2

2 C Dw3
2 Z 0:25K 0:225 Z 0:025

In vector form:

W3 Z w3
1;w

3
2

	 

Z 1:0; 0:25½ �C 0:05;K0:225½ � Z 1:05; 0:025½ �:

The new weight vector W3Z ðw3
1;w

3
2ÞZ f1:05; 0:025g. The magnitude or the

length of the weight vector L3 denoted by kW3k is

L3 Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:052 C 0:0252

p
Z 1:05:

The new weight vector is superimposed on the data in Figure 2.12, which
again shows that underprediction pulls the vector towards the input vector.

Thus the final weight vector is W3Z ðw3
1;w

3
2ÞZ ð1:05; 0:025Þ. The final

weight vector and the all the preceding weights are superimposed on the
data in Figure 2.12.

It is now possible to see if all the input patterns are correctly classified
using the final weights. The results are presented in Table 2.3, which shows
that the perceptron classified all the data correctly.

This example demonstrates how the perceptron learns by adjusting the
weights. In this case, learning is complete in one iteration of the dataset due
to the linear nature of the problem. One presentation or iteration of all input
data is called an epoch. Weights move until the perceptron classifies all the
data correctly. Therefore, learning involves iteratively finding the appro-
priate weights so that the perceptron classifies the data perfectly. For any
input vector that the neuron underpredicts, the new weight vector is pulled
towards that input, and for any input vector that it overpredicts, the weight
vector is pushed away from that input. Also, incremental learning via the
perceptron learning algorithm employed here results in an increasing length
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of the weight vector with each weight adjustment. This is not a desirable
quality when a large number of input patterns are used in training, and also
is not correct from a biological point of view in that the connection strength
between biological neurons does not grow infinitely large. In biological
neurons, there appear to be corrective mechanisms [12], but for artificial
neurons, this can lead to computational problems. This issue is addressed in
more advanced networks later.

What are the features of the trained perceptron? Examine the
classification boundary that divides the two groups. Recall that the boundary
is defined by the position of the threshold function, which in this case is at
uZ0. (Note that u, being the weighted sum of the inputs, compactly
encapsulates all inputs in one single quantity.) Thus, the boundary line can
be expressed as

u Z w1x1 C w2x2 Z 0

x2 ZK
w1

w2

 !
x1:

ð2:13Þ

The above equation defines a straight line. Each weight adjustment
results in a different classification boundary; therefore, learning is a process
that searches a set of weights (w1 and w2) that produce the correct
classification boundary. The final classification boundary for this problem is
found by inserting final weight values into Equation 2.13:

x2 ZKð1:05=0:025Þx1 ZK42x1;

x2 ZK42x1:
ð2:14Þ

The slope of this line is K42, which is equal to the tangent of the angle
that the slope makes with respect to the horizontal. The inclination of the

Table 2.3 Classification Accuracy of the Trained Perceptron

Input
Pattern x1, x2 t u y

Classification
Accuracy

A1 0.3, 0.7 1 0:3 ! 1:05C0:7 ! 0:025Z
0:3325O0

1 Correct

B1 K0.6, 0.3 0 K0:6 ! 1:05C0:3 !
0:025Z�0:6225!0

0 Correct

B2 K0.1, K0.8 0 K0:1 ! 1:05C ðK0:8Þ !
0:025ZK0:125!0

0 Correct

A2 0.1, K0.45 1 0:1 ! 1:05C ðK0:45Þ !
0:025Z0:09375O0

1 Correct
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boundary line to the negative horizontal axis is therefore tan(42), and is
equal to 88.68.

The boundary line is superimposed on the data in Figure 2.13. It can be
seen that the boundary line separates the data into two categories with a
straight line, and that the linear classification boundary means that the
perceptron can be trained to solve any two-class classification problem in
which the classes can be separated by a straight-line boundary (i.e., linearly
separable). In higher-dimensional problems in which more than two input
variables are involved, the classes are still separable by a hyperplane that the
reader could intuitively understand; the learning algorithm and the concepts
discussed here still apply. However, they cannot be visually demonstrated
beyond three dimensions.

Note from Figure 2.13 that the final weight vector is perpendicular to the
classification boundary. Therefore, learning finds the optimum weight
vector to fix a boundary line perpendicular to itself and that correctly divides
the input domain into two regions to yield an accurate classification.

For the benefit of mathematically inclined readers, it can be shown that
the weights always define a boundary that is perpendicular to the weights.
This can be explained using vector algebra (refer to the Appendix for an
introduction to vectors). For example, for an input vector xZ {x1, x2} and a
weight vector wZ {w1, w2},

–2

–1.5

–1

–0.5

0

0.5

1

1.5

2

–0.7 –0.5 –0.3 –0.1 0.1 0.3 0.5 0.7 0.9 1.1

x2,w2

w3 x1,w1

Figure 2.13 The perceptron classification boundary and the final weight vector
superimposed on the data.
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u Z x1w1 C x2w2;

which can be expressed using vectors as

u Z kxkkwkcos q;

where kxk and kwk are the magnitude of an input vector and weight vector,
respectively, and q is the angle between the two. Because uZ0 at the
boundary

u Z kxkkwkcos q Z 0:

Because kxk and kwk are not equal to zero, for the above expression to
be valid, cos q must be zero, which means that q ZG908. Because cos q is
positive in the range between K908 and C908, any input that makes an
angle from K908 to C908 with the weight vector (i.e., lying on one side of
the boundary line) will result in u R 0 and thus yZ1. Therefore, the
maximum angle between the weight vector and an input vector that belongs
to the class with t Z1 is G908. Those input vectors yielding an angle greater
than G908 (i.e., lying on the other side of the boundary line) will result in
u ! 0 and produce y Z0. Thus, the weights fix a boundary line that is
perpendicular to themselves.

2.5.3.2 A Practical Example of Perceptron on a Larger Realistic
Data Set: Identifying the Origin of Fish from the
Growth-Ring Diameter of Scales

A simple but realistic problem will be solved using perceptron.
Environmental authorities concerned with the depletion of salmon stocks
decided to regulate the catches. To do this, it is necessary to identify whether
a fish is of Alaskan or Canadian origin. Fifty fish from each place of origin
were caught, and the growth-ring diameter of the scales was measured for
the time they lived in freshwater and for the subsequent time they lived in
saltwater [13]. The aim is to identify the origin of a fish from its growth-ring
diameter in freshwater and saltwater. This section will study how well
perceptron classifies the fish as being of Alaskan or Canadian origin.

Figure 2.14 shows the relationship between the two variables, which are
separated into two distinct groups. Because there are two inputs, a two-
input classifier must be trained. There are 50 input patterns each of Class 1
(Canadian) and Class 2 (Alaskan). Only one output node represents the two
classes—with an output of 0 representing one class, and 1 the other. Due to
the large number of patterns, only the outcomes are shown, but the process
is exactly the same as that studied in the previous section.

The evolution of the classification boundary for the same data at a few
selected points in the training process is shown in Figure 2.15, in which
more continuous lines show the progressive improvement of the classifier’s
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performance. It can be seen that the initial classification boundary is far from
where it should be (at the lower right corner in Figure 2.15) and that learning
incrementally repositions the boundary until the correct classification
boundary is obtained. The correct classification has put one class of data on
one side and the other class of data on the other side.
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Figure 2.14 The growth-ring diameter of salmon in freshwater and saltwater for
Canadian and Alaskan fish.
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Figure 2.15 The refinement of the classification boundary of a perceptron with
training.
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Figure 2.16 depicts the training results, showing how classification
improves with each epoch. Recall that an epoch is one pass of all input
patterns through the perceptron. By now, the reader must know that an
input pattern is the same as an input vector, or one record of input data. In
many real problems, the input dataset must be repeatedly presented over
many epochs, and the weights are adjusted until the correct classification is
achieved. This is because each wrongly classified input repositions the
boundary line and can offset the changes caused by some previous input
patterns. Only after the perceptron has seen the whole dataset numerous
times is it able to correctly position the final boundary line. Figure 2.16a
shows the number of input patterns classified as Class 1, and Figure 2.16b
shows the number classified as belonging to Class 2 after each epoch. The
solid line represents the number of patterns actually belonging to the
specified class, and the dashed lines show the input patterns being wrongly
classified as belonging to that same class. For example, the top image in
Figure 2.16 shows that the perceptron learns to classify Class 1 data
immediately, but that it wrongly classifies some Class 2 data as belonging to
Class 1.

However, the perceptron incrementally learns to classify Class 2 data
correctly, and after 80 epochs, it classifies all data correctly, and no input is
wrongly classified as belonging to Class 1. The bottom figure of Figure 2.16
shows the classification accuracy for Class 2. In the initial iterations, the
perceptron has difficulties differentiating and classifying patterns, but it later

Correctly / incorrectly classified data

20 40 60 80
Epochs

20

40

Patterns

20 40 60 80
Epochs

20

40

Patterns Class:1

Class:2

Figure 2.16 The improvement of classification accuracy during training for Class 1
and Class 2.
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learns to correctly classify Class 2 data and eliminates the Class 1 data
wrongly classified as belonging to Class 2.

Figure 2.17 shows the final classification boundary superimposed on the
data, which shows that the perceptron has found the best linear classification
boundary for this problem. After training is finished, the accuracy of
classification can be assessed. Accuracy can be defined either for each class
as the percentage of patterns correctly classified for that class, or for the
whole dataset as the percentage of patterns correctly classified across the set.
In this example, there were 50 patterns in each class, and the perceptron
correctly classified 97 samples, with only three misclassifications. Thus, the
classification accuracy for Canadian salmon is 100 percent, and for Alaskan
salmon is 94 percent; the overall classification accuracy is 97 percent.

The learning rate, b, specifies how fast the learning takes place. A value
of zero indicates no learning, and as the value gets larger, the perceptron
learns at a faster rate. Larger values for the learning rate can accelerate the
training process; however, they also may induce oscillations that could slow
down the convergence to an acceptable solution. It has been common to
use a value between 0 and 1.

2.5.3.3 Comparison of Perceptron with Linear Discriminant
Function Analysis in Statistics

Discriminant analysis is a multivariate statistical method used to simul-
taneously analyze the difference between categories in terms of several
independent numerical variables. It can also be used as a classifier in which
a class is assigned to the values of a set of input variables [14]. Therefore,
discriminant function analysis can be used to classify input data.

In discriminant analysis, the centroid or the mean of the categories is
calculated and an input is classified as belonging to the class whose center is
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Figure 2.17 The final classification boundary produced by the perceptron.
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the closest to the input. This analysis can be done on any commercial
statistical software and a linear discriminant function that separates the
classes can be obtained from the analysis.

As a classifier, perceptron and linear discriminant analysis are equivalent.
To demonstrate this, discriminant analysis was performed on the salmon
dataset used for classification using perceptron in the previous section. The
resulting classification boundary is shown in Equation 2.18, superimposed
on the data in Figure 2.18, along with the perceptron classification boundary
given in Equation 2.15a and already shown in Figure 2.17. The dashed line
represents the discriminant classifier boundary and the solid line depicts the
perceptron classifier.

The perceptron classification boundary is

x2 Z 0:026 C 3:31x1: ð2:15aÞ

The discriminant function classification boundary is

x2 Z 106:9 C 2:5x1 ð2:15bÞ

Figure 2.18 shows the similarity between the two classifiers. However, the
perceptron classification accuracy is slightly better than that of the
discriminant function classifier. For the linear discriminant classifier (dashed
line in Figure 2.18), the classification accuracy for Alaskan salmon is
90 percent, with five misclassifications, the accuracy for Canadian salmon
is 100 percent, and the overall classification accuracy for the entire dataset is
95percent. Thesevalues for theperceptron classifier (solid line inFigure 2.18)
were 94percent, 100percent, and 97percent, respectively. Thiswas intended
to be a brief comparison of the linear discriminant function classifier
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Figure 2.18 Perceptron and linear discriminant classifiers superimposed on the
data.
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with perceptron. A detailed treatment of other aspects of linear discriminant
analysis can be found in books on multivariate statistical analysis [15,16].

2.5.3.4 Multi-Output Perceptron for Multicategory Classification

Classification problems involving more than two output classes can be
solved by a multi-output perceptron that has one output neuron for each
class in the output layer. The training process for a multi-output perceptron
involves mapping each input pattern to the correct output class by
iteratively adjusting the weights to produce an output of 1 at the
corresponding output neuron and 0 at all the remaining ones. In some
problems, it is quite possible that a number of input patterns map to several
classes, indicating that they belong to more than one class. This may be due
to the nature of data, which could require nonlinear classification
boundaries, or to the insufficient complexity of the network structure itself.

This section will now examine the two-dimensional multiclass mapping
performance of a perceptron network. Figure 2.19 shows data belonging to
three classes [17]; this requires three output perceptron neurons, one for
each class, as shown in Figure 2.20. There are 20 data points in each class.

The perceptron network was trained using the perceptron learning
algorithm. For a particular input, the trained network activates output
neurons with a response of either 0 or 1. The process of training is similar to
that used for single perceptron, except for the fact that the required output
from the three perceptrons for Class 1 would be 1, 0, 0, for Class 2 they
would be 0, 1, 0, and for Class 3 they would be 0, 0, 1, respectively. During
training, the actual output of the three perceptrons is compared with the
target outputs, and any perceptron yielding incorrect classifications has its
weights adjusted using the learning rule over several epochs until all the
perceptrons correctly classify the data that they represent and do not
misclassify other data as belonging to them.
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Figure 2.19 Data belonging to three categories.
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The final classifications boundaries obtained from training are super-
imposed on the data in Figure 2.21. Because each perceptron defines a
linear classification boundary, there are three linear boundaries, as shown in
this figure. Each classification boundary separates one class from the other
two classes. Because this problem is suited to linear classification, the
perceptron network correctly classifies all the data.

In Figure 2.21, there are overlapping regions in which two neurons will
produce an output of 1. This is because there is no data in those regions with
which to train the network. To demonstrate that the network has learned to
classify correctly, one input pattern from each class was randomly chosen to
be presented to the network. The input and the corresponding response are
shown in Table 2.4.

C1

x2

x1

Σ

Σ

Σ

C2

C3

1

1

Figure 2.20 Multiple-perceptron network configuration for multiclass classifi-
cation in which each perceptron represents a class.
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Figure 2.21 The classification boundaries for the three neurons in the multiple-
perceptron network shown in Figure 2.20 superimposed on the data.
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Thus, the trained network classifies all three input patterns. The
classification boundary shown in Figure 2.21 for each neuron can be easily
constructed from the corresponding weights from the trained network.
Recall that each neuron is a threshold neuron and the process that was used
to extract the boundary line for one perceptron neuron applies here for each
of the three neurons. The extracted equation for each classification line is
given as

K3:8K 42:8x1 C 17:5x2 Z 0

K78:2 C 26:9x1 C 24:3x2 Z 0

K1:35 C 16:6x1K 38:0x2 Z 0:

ð2:16Þ

The coefficients in the equations denote the weights w1 and w2 for each
neuron, and the intercept denotes the weight associated with the bias input
of C1.

Figure 2.22 shows how classification improves with each epoch for
each of the three neurons representing Class 1, 2, and 3, respectively. It
shows, for example, that neurons one and three initially misclassify but learn
correct classification reasonably quickly, whereas neuron two learns Class 2
data with some difficulty. Neuron two misclassifies a large number of patterns
belonging to the other two classes and sheds them slowly over the epochs.
After 25 epochs, all three neurons produce the correct classification for the 20
data points represented by each neuron, and produce the individual
boundary lines already shown in Figure 2.21 and given in Equation 2.16.

Comparison with multiple discriminant classifier. When there are more
than two categories of the dependent variable, multiple linear discriminant
analysis can be used. Multiple discriminant analysis results on the same data
shown in Figure 2.19 were obtained from SPSS statistical software [18], and
are presented in Figure 2.23. In the figure, three Fisher’s discriminant
functions corresponding to three classes, the canonical discriminant
function classifier, and the cluster centroids are superimposed on the data
in Figure 2.23a through Figure 2.23c, respectively. As can be seen from
Figure 2.23a and Figure 2.22, the multiple Fisher’s discriminant functions are
functionally similar to the multi-output perceptron classifier, in that each

Table 2.4 Inputs and the Corresponding Output
from the Multi-Output Perceptron

Input Output Target

(K0.56, 1.84) (1, 0, 0) (1, 0, 0)

(2.23, 2.15) (0, 1, 0) (0, 1, 0)

(2.00, K0.04) (0, 0, 1) (0, 0, 1)
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function attempts to separate one class from the other two classes.
Generally, two discriminant functions can classify three classes, and these
functions can be obtained from the Fisher’s discriminant functions.
Canonical discriminant functions yield classifier such as shown in
Figure 2.23b. Overall, perceptron performance is perfect in this example
and discriminant analysis performance is slightly inferior. The perceptron
does not find the cluster centroids as given by canonical function
coefficients (Figure 2.23c) in statistical analysis.

The equations for the three Fisher’s discriminant functions are

K31:4 C 29:7x1K 0:953x2 Z 0

K49:5 C 30:0x1 C 18:5x2 Z 0

K20:6K 0:231x1 C 20:1x2 Z 0

ð2:17Þ

Each function in Equation 2.17 corresponds to a class.
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Figure 2.22 The performance of a multi-output perceptron with training epochs.
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2.5.3.5 Higher-Dimensional Classification Using Perceptron

The perceptron network can be extended to higher-dimensional classifi-
cation when the dimensions of the input pattern are larger than two. This is
done by adding the appropriate number of inputs and the corresponding
connection weights. However, it is no longer possible to illustrate the results
for dimensions higher than three, although various two-dimensional
projections of data can still be viewed. Classification plots similar to
Figure 2.22 can still be obtained, and the results can be assessed as for two-
dimensional classification.

As can be deduced from the previous two comparisons between the
perceptron and the discriminant function analysis, the higher-dimensional
perceptron classifier is functionally equivalent to the multiple discriminant
function analysis for multidimensional data.

If the classification problem is not linearly separable, then it is impossible
for the perceptron to classify all patterns correctly. If some misclassifications
are acceptable, then the perceptron could still be a good linear classifier.
However, the perceptron linear classifier is often inadequate as a model for
many nonlinear problems. Linearity comes from the classification boundary
uZ0 associated with the threshold function. This simplicity of the
perceptron came under attack by Minsky and Papport [19], but later
advances in MLP networks led to the development of models that perform
complex nonlinear classification and prediction tasks, shown earlier in
Figure 2.1; more details of this will be seen later in this book. Nevertheless,
perceptron could still apply to many classification problems that have
simple solutions, or even to nonlinear problems that can be transformed to
linear problems. More importantly, the simple learning mechanism in
perceptron can provide important insights and shed some light onto the
issues involved in developing more complex neural network models.

2.5.3.6 Perceptron Summary

The perceptron learning presented in the above sections can be summarized
as follows: Inputs are weighted and processed by a threshold function and,
therefore, the output is bounded between 0 and 1. The perceptron learns if
its classification is wrong. If it underpredicts, it compensates by moving the
weight vector towards the input and vice versa, using a modified form of
Hebbian learning called perceptron training algorithm, which incorporates a
learning rate that controls the rate of weight adjustment. The perceptron
learns incrementally until the input patterns are classified correctly. The
classification boundary defined by the perceptron is perpendicular to the
weight vector. More importantly, the classification boundary is linear and,
therefore, the perceptron can classify only linearly separable patterns, i.e.,
patterns that can be separated by a straight line, as shown in Figure 2.17.

Fundamentals of Neural Networks and Models for Linear Data Analysis & 45



Perceptron can be used for two or multicategory classification involving two
or more inputs. In all these aspects, the perceptron network classifier is
functionally equivalent to the multiple discriminant function analysis in
multivariate statistics, and can even outperform it in some cases.

2.5.4 Linear Neuron for Linear Classification and
Prediction

To this point, the neurons studied in this book have had only two outputs (0
or 1). In a linear neuron, output is continuous, i.e., it can take many values.
Linear means that output is a linear sum of weighted inputs, and thus the
activation function in the neuron is linear, as opposed to a threshold in
perceptron. This is depicted in a neuron model with several inputs and a
bias input that is equal to one, as shown in Figure 2.24. The linear output
makes this neuron capable of both linear classification and, more
importantly, linear function approximation. Widrow and Hoff [20]
developed the first adaptive linear neuron model (ADALINE) and, for the
first time, implemented supervised error correction learning, known as
gradient descent or the delta rule, in neural learning. It is implemented such
that the square error between the target and the network output is
minimized. This concept is called least square error minimization, and is
also a criterion used in many statistical methods.

The linear neuron shown in Figure 2.24 has two key attributes: (1) It uses
supervised learning as in perceptron, which means the neuron must have
the desired (target) output for the inputs on which it is trained, and (2)
learning is based on the delta rule or gradient descent, which adjusts the
weights in the direction in which error goes down most steeply. It was
developed as an engineering model, and in its original design, inputs were
either 1 or K1 and outputs were also 1 or K1, so it was used as a classifier.
This section, however, looks at both the classification and predictive
capabilities of a general linear neuron to explore some of its broader
capabilities and to examine how it is trained using delta rule.
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Figure 2.24 A linear neuron model.
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A linear neuron processes data as follows. For a given input pattern, x1,
x2, ., xn, with corresponding weights w1, w2, ., wn, and a bias input of C1
with corresponding weight w0, it first calculates the net input u as before:

u Z
Xn

1

wixi C w0 Z w1x1 C w2x2 C/C wnxn C w0: ð2:18Þ

Linear transformation results in

y Z u;

therefore, mathematically, the linear neuron gives rise to a linear model that
has the following simple equation for the output:

y Z w1x1 C w2x2 C/C wnxn C w0: ð2:19Þ

Thus the linear neuron model is analogous to multiple linear regression
models in statistics. In statistical terminology, w0 is the intercept, which
accounts for factors that are not accounted for by the input variables; in
neural networks terminology, it is called a bias and has the same meaning.
The output is said to regress on the inputs x1, x2, ., xn. It is possible to make
this neuron a classifier by restricting the output to 1 if u is greater than or
equal to 0, and 0 otherwise, as was done in perceptron. Both of these
capabilities will be examined after an exploration of how supervised
learning with the delta rule works.

2.5.4.1 Learning with the Delta Rule

This section will examine how to train a linear neuron using the delta rule.
For simplicity, the section will begin with the derivation of the delta rule for
a linear neuron with one input, x, and without a bias input, as shown in
Figure 2.25. The target output is t and the predicted output is y.

Suppose the neuron is presented with an input pattern. It first calculates
the net input u and output y as before:

u Z w1x

y Z u Z w1x:
ð2:20Þ

x
w1 yΣ

Figure 2.25 A one-input linear neuron.
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The error E is

E Z tK y Z tK w1x ð2:21Þ

and the square error 3 for an input pattern is

3 Z
1

2
E2 Z

1

2
ðtK w1xÞ2: ð2:22Þ

The indicator of error used in the delta rule is the square of the error,
which is preferred to simple error because squaring eliminates the sign of
the error, which could cause a problem when the error is summed over all
input patterns. The fraction 1⁄2 is arbitrary, and is used for mathematical
convenience. It is used in the statistics community, but not in some
engineering and computing fields. The square error function has a parabolic
shape in relation to the weight, as shown in Figure 2.26.

To draw this curve using the above equation, the square error for a range
of values of w has been calculated for a fixed pair of values for input x and
target output t of 2.0 and 1.53, respectively, whose values are not important
in this demonstration of the relationship between the square error and the
weight. It can be seen that the optimum weight is at the bottom of the bowl,
and that the delta rule proposes to reach it from the initial weight values by
descending down the bowl in the opposite direction to the gradient during
training. The solid arrow in the figure represents the gradient at an arbitrary
initial weight of 1.28. To find the gradient at a particular weight after each
presentation of an input, it is necessary to differentiate the square error
function with respect to w, yielding

d3

dw1

Z
2

2
ðtK yÞðKxÞ ZKEx ð2:23Þ

which gives the magnitude of the error gradient and the direction in which
the error increases most rapidly at the current weight value, as indicated by

0.2 0.4 0.6 0.8 1 1.2 1.4
w1

0.1

0.2

0.3

0.4

0.5

Square error

Figure 2.26 Parabolic square error curve for a one-input linear neuron.
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the arrow in Figure 2.26. According to the delta rule, weight change is
proportional to the negative of the error gradient because it is necessary
to go down the error curve to minimize the error; therefore, the weight
change is

Dw1fEx ð2:24Þ

where f denotes proportionality, which can be replaced with learning rate,
b, as

Dw1 Z b Ex: ð2:25Þ

The learning rate determines how far along the gradient it is necessary to
move to fix the new weights. Larger values of b accelerate the weight change
and smaller values slow it down. The new weight after the ith iteration can
be expressed as

wiC1
1 Z wi

1 C Dw1 Z wi
1 C b Ex: ð2:26Þ

Using the same logic, it is possible to extend this idea for a multiple-input
neuron with a bias input; the new weights for this situation would be

wiC1
0 Z wi

0 C b E

wiC1
j Zwi

j C b xjE ;
ð2:27Þ

where w0 is the bias weight and wj is the weight corresponding to input xj. In
this case, the square error function is a multidimensional surface with
respect to weights. However, by slicing it with respect to each weight axis,
the square error and individual weight relationship can still be viewed as
one-dimensional curves or two-dimensional surfaces.

Example-by-example learning versus batch learning. Recall that one
pass of the whole training dataset is called one epoch, and that training can
take many epochs to complete learning. Learning can be performed after
each input pattern (iteration), or after an epoch. Adjusting the weights after
each presentation of an input pattern is called example-by-example
learning. For some problems, this can cause weights to oscillate due to
the fact that the adjustment required by one input vector may be canceled
by that of another input; however, this method works well for some other
problems. Epoch or batch training is more popular because it generally
provides stable solutions.

Batch learning. In many situations, it is preferable to wait until all the
input patterns (or some portion of them) have been processed and then
adjust weights in an average sense. This is called batch learning. A batch
can be the entire training dataset (epoch-based learning) or some portion
of the dataset. Generally, the goal is to reduce the average error over all
the patterns, which is called the mean square error (MSE) and can be
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expressed as

MSE Z
1

2n

Xn

iZ1

E2
i ð2:28Þ

where Ei is error for ith input pattern, and n is the total number of input
patterns in the batch. If the weights are adjusted after all the patterns have
been processed, this approach is called epoch-based learning, and there is
only one weight adjustment after each epoch. The basic idea with this
method is to obtain the error gradient for each input pattern as it is
processed, average them at the end of the epoch, and use this average value
to adjust the weights using the delta rule. For the linear neuron this results in
a weight increment of

Dw1 Z b
1

n

Xn

iZ1

Eixi

 !
ð2:29Þ

after an epoch. This can facilitate a smoother climb down the error surface
for many problems.

In summary, supervised learning using the delta rule is implemented as
follows: An input pattern (x1, x2, ., xn) is transmitted through connections
whose weights are initially set to random values. The weighted inputs are
summed, the output y is produced, and y is compared with the given target
output (t) to determine error (E) for this pattern. Inputs and target outputs
are presented repeatedly, and the weights are adjusted using the delta rule at
each iteration or after an epoch until the minimum possible square error is
achieved. This may involve the iterative presentation of the entire training
dataset many times.

The delta rule greatly simplifies for a linear neuron and, in example-
by-example learning, it is similar in form to the perceptron learning rule,
except that the method of computing the error is different for the two
methods. However, the two methods have different origins and the
gradient descent concept in the delta rule has a far greater implication for
modeling more complex networks than the simple perceptron rule, as
will be discussed later. This is due to the delta rule being more
meaningful and powerful because it follows the error curve in the
direction in which error decreases most. More importantly, it has made it
possible to train a neuron to learn continuous linear or nonlinear mapping of
inputs to output(s). In the above derivation, only linear mapping of x to y
was examined, but the delta rule is especially useful in the nonlinear
mapping of a set of inputs to output(s), as discussed in Chapter 3 and
Chapter 4.
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2.5.4.2 Linear Neuron as a Classifier

This section will examine how a linear neuron can be trained as a classifier
using the delta rule. It is possible to convert the linear neuron into a classifier
by passing the output through a threshold function, as shown in
Figure 2.27b. The error, however, is calculated based on the linear
output, y. Because the output, y, of the linear neuron is continuous, the
output of the classifier is specified as

y 0 Z
1 yR0

0 y!0:

(
ð2:30Þ

This section will demonstrate how to train a linear neuron to classify the
data shown in Figure 2.27a. The same data was used earlier in Section 2.5.3
to train a perceptron. Because there are two input variables, it is necessary to
use a linear neuron with two inputs and one output, as shown in
Figure 2.27b.

The learning process for example-by-example learning is

u Z w1x1 C w2x2

y Z u

E Z tK y

Dw Z b Ex

wnew Z wold C Dw:

ð2:31Þ

Assume that the initial weights are w1Z0.8, w2ZK0.5, and bZ0.5, as
were used for the perceptron.

(a) (b) 

–1 –0.5 0.5 1
x

–1

–0.5

0.5

1
y

x1 w
1

y ′

x2

w2

y

Σ

Figure 2.27 Classification with a linear neuron: (a) two-dimensional data and
classes and (b) two-input linear neuron classifier.
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Present input pattern 1—A1: x1 Z 0:3; x2 Z 0:7; t Z 1; w0
1 Z 0:8;

w0
2 ZK 0:5:

The first weight increments are

Dw1
1 Z ð0:5Þ ð1:11Þ ð0:3Þ Z 0:1665

Dw1
2 Z ð0:5Þ ð1:11Þ ð0:7Þ Z 0:3885:

The new weights after the first increment are

w1
1 Z 0:8 C 0:1665 Z 0:9665

w1
2 ZK 0:5 C 0:3885 ZK 0:1115:

Thus, the new weight vector w1Z [0.9665,K0.1115].

Present input pattern 2—B1: x1ZK0.6, x2Z0.3, tZ0; w1
1Z0.9665,

w1
2 ZK0:1115:

Present input pattern 3—B2: x1ZK0.1, x2ZK0.8, t Z 0; w1
1 Z0:9665;

w1
2 ZK0:1115:

Present input pattern 4—A2: x1Z 0.1, x2 ZK0.45, t Z 1; w1
1 Z0:9665;

w1
2 ZK0:1115:

The linear neuron classifies all four patterns correctly. The results
demonstrate that for this simple classification task, the linear neuron finds
the best weights using the delta rule more quickly than the perceptron. This
is because the error is calculated based on the linear neuron output, y, not
on the threshold function output, y 0.
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The classification boundary for the trained linear neuron is given by
y Z0. Because y Zu

y Z u Z w1x1 C w2x2 Z 0

x2 ZK ðw1x1Þ=w2

ð2:32Þ

For the neuron trained above, the final weights are w1Z0.9665 and
w2ZK0.115. Thus, the boundary is

x2 ZK ð0:9665x1Þ=ðK 0:1115Þ

x2 Z 8:67x1:
ð2:33Þ

This boundary line (dashed line) is superimposed on the data in
Figure 2.28, along with the classification boundary for the perceptron (solid
line).

The boundary lines found for the linear neuron and the perceptron have
different slopes. This is because the two methods are fundamentally different
and the data is sparse. With more data they should produce identical results.

The linear neuron can be trained to solve any two-class classification
problem in which the classes are linearly separable. The linear neuron finds
the best weights using the delta rule more quickly than the perceptron. In
higher-dimensional problems in which more than two input variables are
involved, the classes are separable by a hyperplane that the reader could
intuitively understand; the learning concept applies without change.

2.5.4.3 Classification Properties of a Linear Neuron as a Subset
of Predictive Capabilities

Classification is only half the capability of a linear neuron. In the above
section, a classifier was trained, but a linear neuron is more capable and can
also be a predictor. To highlight this, it is useful to look at the general form of

–1 –0.75 –0.5 –0.25 0.25 0.5 0.75 1
x1

–3

–2

–1

1

2

3
x2

Figure 2.28 Linear neuron and perceptron classification boundaries super-
imposed on the data (linear neuron: dashed line; perceptron: solid line).
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the input–output relationship established by the linear neuron to put
classification into context and to understand its predictive capability, as well
as the effect of learning, i.e., weight change, on the output. The output of the
one-input one-output neuron trained in Section 2.5.4.2 is

y Z w1x1 C w2x2; ð2:34Þ

where y is a plane called the solution plane and shown in Figure 2.29 for the
linear neuron trained in the previous section. Here, w1 is the slope with
respect to the x1 axis, and w2 is the slope with respect to the x2 axis. The
solution plane has a unique output for each input vector {x1, x2}. In fact,
this solution plane is used to classify patterns in classification problems. The
classification boundary previously established is drawn in the figure as
thedashed line that the solutionplane cuts through the x1, x2 plane. This is the
same as the dashed line representing the classification boundary for the linear
neuron shown in the x1, x2 plane in Figure 2.28. Thus, unlike in perceptron,
the classification boundary now lies in a continuous solution plane. What is
seen here is that weight adjustment alters the slope of the solution plane until
the error between the target and the predicted output is minimized. For
classification, positive outputs ( y O 0) classify the patterns into one category,
and negative outputs ( y ! 0) classify the patterns into the other categories;
this again produces results comparable to the linear discriminant analysis
in statistics.

It can be seen that the linear neuron is capable of the continuous
mapping of inputs to outputs, which is required in prediction or function
approximation. Classification is a simplified form of prediction. The next
section examines in detail the predictive capabilities of a linear neuron.

2.5.4.4 Example: Linear Neuron as a Predictor

The linear neuron can approximate a linear function, as was shown in
Equation 2.34, and is functionally similar to linear regression in statistics. In a

y

x2

x1

y = w1x1 + w2x2 

w2

w1

Figure 2.29 The classification boundary superimposed on the linear neuron
solution plane.
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function approximation situation, the actual magnitude of the output (y) for
a given input pattern is of concern, not the category or classification
boundary. Specifically, during training, it is the linear function that
minimizes the prediction error is sought. This section presents a simple
example in which a linear neuron is used to fit a linear function to the data
shown in Table 2.5 and plotted in Figure 2.30, in which there is one input
and one output. The data was generated from the function yZ0.8x, and a
small noise was added to the data to introduce variability. However, the
linear neuron does not know that the data came from this function, and its
task is to find it iteratively from the data. Because each input has a unique
output, the linear neuron learns continuously until the error decreases to
zero or an acceptable limit.

For simplicity, the bias will be disregarded because the desired result is a
function that goes through the origin. Thus, there is one weight and the
linear neuron output takes the form of

y Z wx: ð2:35Þ

In this case, the weight defines the slope of the straight line and by
beginning with any initial random value for the weight, it should eventually
settle down to 0.8. Thus, learning requires finding the accurate value of the

Table 2.5 Linear Function
Data

x t

0 0

1.0 0.75

2.0 1.53

3.0 2.34

4.0 3.2

1 2 3 4
x

0.5

1

1.5

2

2.5

3

y

Figure 2.30 Plot of the linear data.
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weight (0.8) that fixes the slope of the line. The computation process for
example-by-example learning is now

y Z wx

E Z tK y Z tK wx

Dw Z bEx

wnew Z wold C Dw:

ð2:36Þ

If batch learning is employed, Dw is defined as b
1

n

Pn
iZ1

Eixi

� �
. A random

value of 0.5 is assigned to the initial weight and it is assumed that the
learning rate is 0.1.

Example-by-example learning (recursive or on-line learning). The
response to the first input, xZ1, is

yZ0.5!1Z0.5.

The target output is 0.75. Thus, the error, E, is

E Z tK y Z 0:75K 0:5 Z 0:25

w1 Z w C bxE Z 0:5 C 0:1 ! 0:25 ! 1 Z 0:5 C 0:025 Z 0:525:

The weight has now been adjusted to 0.525 and the next input, xZ2,
can be presented to the neuron. The target for this input is 1.53. The
predicted output is

y Z 0:525 ! 2 Z 1:05

E Z tK y Z 1:53K 1:05 Z 0:48

w2 Z 0:525 C 0:1 ! 0:48 ! 2 Z 0:525 C 0:096 Z 0:621:

The presentation of the next input, xZ3, for which tZ2.34, results in

y Z 0:621 ! 3 Z 1:863

E Z 2:34K 1:863 Z 0:477

w3 Z 0:621 C 0:1 ! 0:477 ! 3 Z 0:621 C 0:1431 Z 0:7641:

The last input, xZ4 with tZ3.2 yields

y Z 0:7641 ! 4 Z 3:0564

E Z 3:2K 3:0564 Z 0:1436

w4 Z 0:7641 C 0:1 ! 0:1436 ! 4 Z 0:7641 C 0:05744 Z 0:8215:
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The final weight after processing the four inputs is very close to the
required 0.8. During learning, the weight changes steadily in increments,
from 0.525, 0.621, 0.7641, to the final value of 0.8215.

The section will now train the neuron on the same data using batch
learning to demonstrate how batch learning is implemented.

Batch learning. The response to the first input, x1Z1, is

y1 Z 0:5 ! 1 Z 0:5:

The error for the first input pattern is

E1 Z tK y1 Z 0:75K 0:5 Z 0:25:

The response to the second input, x2Z2, is

y2 Z 0:5 ! 2 Z 1:0:

The error for the second input pattern is

E2 Z tK y2 Z 1:53K 1:0 Z 0:53:

The response to the third input, x3Z3, is

y3 Z 0:5 ! 3 Z 1:5:

The error for the third input pattern is

E3 Z tK y3 Z 2:34K 1:5 Z 0:84:

The response to the last input, x4 Z 4, is

y4 Z 0:5 ! 4 Z 2:0:

The error for the last input pattern is

E4 Z tK y4 Z 3:2K 2:0 Z 1:2:

The weight increment Dw1 after first epoch is

Dw1 Z b
1

n

Xn

iZ1

Eixi

 !
Z 0:1 !

1

4
E1x1 C E2x2 C E3x3 C E4x4

� �" #

Z 0:1 !
1

4
0:25 ! 1 C 0:53 ! 2 C 0:84 ! 3 C 1:2 ! 4ð Þ

" #

Z 0:2158:

The new weight, w1, after first increment is

w1 Z w C Dw Z 0:5 C 0:2158 Z 0:7158:

Fundamentals of Neural Networks and Models for Linear Data Analysis & 57



The same process is repeated for next epoch, with the weight adjusted to
0.7158; the results are

y1 Z 0:7158 E1 Z 0:0342

y2 Z 1:4316 E2 Z 0:0984

y3 Z 2:1474 E3 Z 0:1926

y4 Z 2:8632 E4 Z 0:3368

Dw2 Z 0:0539

w2 Z 0:7697:

The weight has now been adjusted to 0.7697; the results for the third
epoch are

y1 Z 0:7697 E1 ZK 0:0197

y2 Z 1:5394 E2 ZK 0:0094

y3 Z 2:3091 E3 Z 0:0309

y4 Z 3:0788 E4 Z 0:1212

Dw3 Z 0:013475

w3 Z 0:783175:

The neuron has settled to a final weight of 0.821 after four iterations in
example-by-example learning, and 0.7832 after three epochs in batch
learning with the four inputs. The final weight is very close to the target of
around 0.8. Note that with batch learning, the first weight increment itself
brings the weights up close to the target in one epoch (0.7158) and in the
next epochs the weight is fine tuned and adjusted much more slowly. This is
because the average error over an epoch contains information about the
entire dataset. On the other hand, in example-by-example learning the
weight adjustment is gradual from the beginning to the end because the
neuron is incrementally exposed to the entire dataset. Further training with
the same data will not substantially alter the weight, but will fine tune it
around this value. You may try training with another epoch and check the
results yourself.

The equation of the line thus derived from example-by-example
learning is

y Z 0:821x ð2:37Þ

and is superimposed on the data in Figure 2.31.
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It is now possible to examine the overall prediction error in the form of
MSE over all the input patterns by averaging the error

MSE Z
1

2n

Xn

iZ1

E2
i ð2:38Þ

where i indicates the pattern number and n is the total number of
input patterns.

First compute the square error for each input pattern and then find the
average. The input, predicted output, target output, and square error over
each pattern are

x1 Z1; y1 Z0:821; t1 Z0:75; t1Ky1

� �2 Z 0:75K0:821ð Þ2 Z0:00504

x2 Z2; y2 Z0:821!2Z1:642; t2 Z1:53; t2Ky2

� �2 Z 1:53K1:642
� �2 Z0:0125

x3 Z3; y3 Z0:821!3Z2:463; t3 Z2:34; t3Ky3

� �2 Z 2:34K2:463
� �2 Z0:0151

x4 Z4; y4 Z0:821!4Z3:284; t4 Z3:2; t4Ky4

� �2 Z 3:2K3:284ð Þ2 Z0:0071;

MSEZð0:00504C 0:0125C 0:0151C 0:0071Þ=ð2!4ÞZ0:00497:

Thus, the average predicted error of the trained neuron over all the input
patterns is 0.00495, which is acceptably small.

It is possible to visualize the square error for an input pattern in graphical
format:

E Z tK y Z tK wx

3 Z E2 Z tK wxð Þ2:
ð2:39Þ

For convenience, 1⁄2 has been removed from the square error. For a
particular input, for instance x Z1, t Z0.75, the error function becomes

3 Z ð0:75K wÞ2 ð2:40Þ

and Figure 2.32 illustrates this graphically, where the abscissa represents the
weight and the ordinate represents the square error. The error function takes
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Figure 2.31 The linear neuron output superimposed on the data.
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the form of a parabola, and the error is at a minimum for the weight that
indicates the lowest point on this parabola. In the example, it is seen that the
delta learning rule involves descending the gradient of this error curve,
incrementally searching the weight that minimizes the prediction error. It
has found the target weight value in one epoch.

In the case where there is a bias (or intercept), two weights, w0 and w1,
must be found to minimize the square error. The w0 is the weight associated
with the bias input which is typically C1, and w1 is that associated with the
input x. The output of a linear neuron for this case is

y Z w0 C w1x: ð2:41Þ

The square error function is

3 Z E2 Z ½tK ðw0 C w1xÞ�2: ð2:42Þ

To illustrate this function graphically, an intercept of approximately 1
will be introduced to the linear function by shifting all the data points
vertically by one unit. Now, for xZ4, the target is 4.2 (i.e., 3.2C1). It is
possible to plot the error function for this input–output pair for a range of w0

and w1 values as

3 Z E2 Z ½4:2K ðw0 C 4w1Þ�
2; ð2:43Þ

as shown in Figure 2.33.
The error function is a two-dimensional surface with the minimum error

at approximately w0Z1 and w1Z0.8. These correspond to the intercept
and the slope, respectively, of the linear function in Equation 2.41.
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Figure 2.32 Error surface for a one-input linear neuron without bias.
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2.5.4.5 A Practical Example of Linear Prediction: Predicting the
Heat Influx in a Home

This section will solve a practical example using a linear neuron model to
estimate the heat influx into a home. It is known that many factors, such as
insulation, northern, southern, and eastern aspect, etc., affect heat influx;
however, of all these factors, northern exposure has been found to be the
most important. We are going to model the relationship between heat influx
and northern exposure on data collected to study this behavior [13]. Due to
the large number of observations involved, only the final results are shown
here. A linear neuron with northern exposure and a bias input was trained
using the delta rule, starting with random initial weights, until the error
reached the minimum possible level. The resulting model is superimposed
on the data in Figure 2.34.

The simpler linear relationship made it possible to find the optimum
weights in one epoch; they were found to be 607 (bias) and K21.4.
Therefore, the linear neuron model fits the data well, with a slope of K21.4
and an intercept of 607. Note that for visual clarity, the origin of
the axes in the plot is not set at (0, 0), hence the smaller intercept.
The relationship between the heat influx and the northern exposure is

0 0.5 1 1.5 2

w0

0 0.5 1 1.5

w1

0
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Square error

Figure 2.33 Error surface for a one-input neuron with bias.
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Figure 2.34 Linear neuron model predictions of heat influx superimposed on the
data.
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therefore modeled by

Heat Influx Z 607K 21:4 Northern Elevation ð2:44Þ

with a coefficient of determination (R2) of 0.72 and MSE of 152.

2.5.4.6 Comparison of Linear Neuron Model with Linear
Regression

As a predictor, the linear neuron is functionally equivalent to linear
regression in statistics. To demonstrate this, the same heat influx problem
was solved using linear regression. In linear regression, the coefficients
(intercept and slope) that minimize the sum of square error for the whole
sample are sought using one pass of the dataset. The problem was solved
using Minitab statistical software [13], and the analysis of variance (ANOVA)
results are shown in Table 2.6.

The slope and intercept from this analysis are K21.4 and 607,
respectively, which are identical to the results obtained from the linear
neuron model. The R 2, which is a measure of the amount of variation of the
dependent variable accounted for by the model (i.e., the ratio of the sum of
the squares for the model to the total sum of the squares) is 0.72, and MSE is
152; these results are again identical to those obtained from the neuron
model. The statistical methods used to ascertain the significance of the
coefficients can be used to test the significance of those given by the linear
neuron. The linear neuron does not make any assumptions about the
distribution of the data, whereas linear regression assumes that the variables
are normally distributed and that the variance of the dependent variable is
uniform across the range of the independent variables (homoskedasticity).

Table 2.6 ANOVA Table for Heat Influx–Northern Aspect Relationship

Estimate SE T Stat P Value

Parameter
Tablew

1 607.103 42.9061 14.1496 5.24025!10K2

x K21.4025 2.56525 K8.34323 5.93501!10K9

RSquaredw 0.720524, Adjusted RSquaredw 0.710173,
Estimated Variancew 151.972

DF Sum of Sq Mean Sq Fratio P Value

ANOVA
Tablew

Model 1 10 578.7 10 578.7 69.6094 5.93501!10K9

Error 27 4103.24 151.972

Total 28 14 681.9
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When statistical methods are used to test the significance of the coefficients
of neuron models, however, the concept of sampling distribution
should apply.

2.5.4.7 Example: Multiple Input Linear Neuron
Model—Improving the Prediction Accuracy
of Heat Influx in a Home

To improve the accuracy of the heat flux prediction in the problem
addressed in the previous section, the southern aspect was included as a
second variable, as it is thought to be the second most important predictor
variable. This necessitates the use of a two-input (and bias) neuron, which
produces a model in the form

y Z b0 C w1x1 C w2x2: ð2:45Þ

Training was completed using a linear neuron with random initial
weights; the final bias weight and the weights associated with the inputs
were found to be 483.7, K24.21, and 4.79, respectively, resulting in the
following model:

Heat Influx Z 483:7K 24:21 North Elevation C 4:79 South Elevation:

ð2:46Þ

This model has an R2 of 0.86, which is an improvement over the one-
input model; the MSE for this model is reduced to 79.78. The optimum
weights were found in one epoch.

2.5.4.8 Comparison of a Multiple-Input Linear Neuron with
Multiple Linear Regression

The multiple-input neuron model is functionally equivalent to multiple
linear regression in statistics. To demonstrate this, the same heat influx
prediction problem was solved using both the northern and the southern
exposures. In multiple linear regression, the coefficients (intercept and
slopes) of a relationship between a dependent variable and several
independent variables are sought such that the sum of the square error
for the whole dataset is minimized. Table 2.7 shows the ANOVA table for this
analysis, which demonstrates that the intercept is 483.67 and that the slopes
with respect to the northern southern aspects are K24.215 and 4.79,
respectively. These are identical to those obtained from the linear neuron.

The R2 for the model is 0.86, which is also identical to that given by the
linear model.
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2.5.4.9 Multiple Linear Neuron Models

Many linear neuron units can be combined to form a multi-output linear
classifier or a predictor network consisting of many linear neurons, as
illustrated in Figure 2.35. In classification, each neuron represents a class;
the reader should now understand that the multi-output linear classifier is
equivalent to a linear multiple discriminant function classifier.

As a predictor, multiple linear neural networks can be used to
simultaneously model the linear relationship between one or more
dependent variables and several predictor variables. This allows for the
study of the simultaneous effects of inputs on several dependent variables.
Given the input variables and the output variables, the delta rule adjusts the
weights incrementally, simultaneously reducing the prediction error over all

Table 2.7 ANOVA Table for Relationship between Heat Influx and the
Northern and Southern Aspects

Estimate SE T Stat P Value

Parameter
Tablew

1 483.67 39.5671 12.2241 2.77867!10K12

x1 K24.215 1.94054 K12.4785 1.75336!10K12

x2 4.79629 0.951099 5.04289 0.0000300103

RSquaredw 0.858715, Adjusted RSquaredw 0.847847,
Estimated Variancew 79.7819

DF Sum of Sq Mean Sq F Ratio P Value

ANOVA
Tablew

Model 2 12 607.6 6303.8 79.0129 8.93785!10K12

Error 26 2074.33 79.7819

Total 28 14 681.9
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y1Σ
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x1

xn

y2
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Figure 2.35 A multi-output linear neuron model.
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the dependent variables. The resulting model is actually a set of models that
are a linear combination of inputs whose relative importance to each output
is captured by the weights; the model preserves the correlation of the inputs
to the predicted variables. The ith model is

yi Z b0 C wi1x1 C wi2x2 C/C winxn ð2:47Þ

where yi is the predicted value of the ith dependent variable and wij is the
weight associated with the jth input and the ith dependent variable.

2.5.4.10 Comparison of a Multiple Linear Neuron Network
with Canonical Correlation Analysis

As a predictor, a multiple linear neural network has a close correspon-
dence to a canonical correlation in statistics. Canonical correlation is a
multivariate statistical method designed to study the simultaneous effect of
a set of independent variables on a set of dependent variables. Canonical
correlation is similar to multiple linear regression in that they both
develop linear combinations of inputs for predicting an outcome. The
difference is that canonical correlation analysis does this simultaneously
for several dependent variables [15]. Canonical correlation involves
obtaining the set of weights for the dependent and independent variables
that provides the maximum simple correlation for the two sets
of variables.

2.5.4.11 Linear Neuron and Linear Network Summary

This chapter has presented the concepts of the delta rule as applied to a
linear neuron and has examined its classification and predictive capabilities.
Learning amounts to the alteration of weights, which in essence fixes the
slope of the solution plane. The delta rule was used to minimize error;
through an example it was found that this method can approximate a linear
function well. It was also demonstrated that, as a classifier, a linear neuron is
functionally equivalent to simple linear discriminant function classifier, and
as a predictor is analogous to a simple linear and multiple linear regression
for single- and multiple-input cases, respectively. In a multiple-input case,
the weights adjust the slopes of a hyperplane. Many linear neurons can be
combined to form a network that is suitable for multiclass classification and
that is similar to multiple discriminant function analysis. When many linear
neurons are used for simultaneous function approximation in which the
effect of a set of inputs on several outputs is modeled, this model resembles
canonical correlation analysis in statistics.
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2.6 Summary

This chapter presented the fundamentals of neural networks through
examples. Specifically, it examined threshold neuron models, linear neuron
models, and learning strategies, including Hebbian, perceptron, supervised,
and unsupervised learning methods. It highlighted, through this coverage of
neural network fundamentals, the linear analysis capabilities of single and
multiple neuron models of perceptron and linear neurons, and compared
these with equivalent statistical methods for linear analysis. Specifically, it
was shown that a single perceptron and linear neuron classifiers are
equivalent to a linear simple discriminant function classifier in statistics, and
that linear analysis of a single linear neuron is equivalent to simple and
multiple linear regression in statistics. Multiple-perceptron and multiple-
linear neuron classifiers are equivalent to multiple-discriminant function
analysis, and the predictive capabilities of the multiple-linear neuron
models are equivalent to canonical correlation analysis.

The next chapter will examine neural networks for nonlinear data
analysis. One of the early criticisms of neural networks focused on their
inability to solve nonlinear problems involving the complex, nonlinear
mapping of inputs to outputs [19]. This is essential for solving many real
problems, which are generally complex in nature. As a response to these
criticisms, neural networks for nonlinear analysis emerged and the next
chapter begins a discussion on MLP networks, which are among the most
important neural networks developed for the nonlinear analysis of data. The
essential conceptual developments that took place during the growth period
of neural networks are presented in a three-volume series by Rumelhart and
McClelland [21–23]; these are considered to be the most comprehensive
reference on the foundation of neural networks.

Problems

1. In linear analysis of data with neural networks, what aspects of
neurons make them linear models? What does the term “linear” refer
to?

2. What are the advantages and limitations of threshold neurons?
3. What is a classification boundary, and how is it obtained for a

threshold and a linear neuron?
4. What is a “linearly separable” classification problem?
5. Use the data in Table 2.5 to train the linear classifier in Section

2.5.4.2 in continuous learning mode, in which it adjusts weights
even if the classification is correct, to move the weights closer to the
inputs. Compare the difference between learning only when a
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mistake is made and continuous learning in terms of the final
weights and the classification boundary.

6. On a dataset of choice, perform a linear classification using
perceptron, linear neuron, and discriminant analysis, and compare
the results in terms of classification accuracy.

7. Describe the delta rule and show how it is applied on a two-input
linear model.

8. On a dataset of choice, perform a linear prediction using a linear
neuron and a simple or multiple linear regression, as appropriate.
Compare the results from the two methods. Extract the model
parameters from the linear neuron and explain what they mean in
relation to the inputs and the output.

9. What is the difference between the perceptron learning algorithm
and the delta rule?

10. What are the advantages of the delta rule in learning?
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Chapter 3

Neural Networks for
Nonlinear Pattern
Recognition

3.1 Overview and Introduction

This chapter will extend the discussion about linear analysis to nonlinear
analysis using neural networks. There are several methods suitable for
nonlinear analysis, including multilayer perceptron (MLP) networks, radial
basis function (RBF) networks, support vector machines (SVMs), general-
ized model for data handling (GMDH), also called polynomial nets,
generalized regression neural network (GRNN) and generalized neural
network (GNN). Most of these networks have several processing layers that
give them nonlinear modeling capability.

The topic of this chapter, the MLP, is the most popular and widely used
nonlinear network for solving many practical problems in applied sciences,
including ecology, biology, and engineering [1–3]. It is conceptually similar
to RBF networks in that the intermediate processing is done by one or more
layers of hidden neurons with nonlinear activation functions. RBFs use
Gaussian functions as activation functions and MLPs use a range of
activation functions. The GNN, presented in Chapter 9 (Section 9.6), is a
network with only two hidden neurons, one performing linear analysis and
the other performing nonlinear analysis. The GRNN is used for
nonparametric estimation of the probability density of data; it does not
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require iterative training and is useful for relatively nonlinear data
processing. The GRNN is presented in Chapter 9 (Section 9.10). The
GMDH is another nonlinear network that builds polynomials from input
variables in successive stages to obtain a more complex polynomial that
contains the most influential input variables, much like in regression. The
SVM is a statistical method that transforms a nonlinear, multidimensional
problem into a linear problem in a higher dimensional space.

The reason for the popularity of the MLP network is that it is very
flexible and can be trained to assume the shape of the patterns in the
data, regardless of the complexity of these patterns. In this chapter, MLP
networks are presented in detail in order to highlight nonlinear
processing in neural networks. It is presented in such a way that the
processing in other networks can be understood with relative ease. MLP
is a powerful extension of the perceptron; these networks are called
universal approximators due to their ability to approximate any
nonlinear relationship between inputs and outputs to any degree of
accuracy [4]. The power of these networks comes from the hidden layer
of neurons located between the input layer and output layer of neurons.
The hidden layer may consist of one or many nonlinear neurons and,
more importantly, it performs continuous, nonlinear transformations of
the weighted inputs, in contrast with the linear mapping in the linear
neuron and the step function mapping used in the perceptron.

Recall from Chapter 2 that the perceptron and linear neuron are only
capable of classifying linearly separable patterns and therefore cannot form
the arbitrary nonlinear classification boundaries required by complex data.
Furthermore, the linear neuron is capable of performing only a linear
mapping of input data to output data in prediction. In contrast, nonlinear
mapping done locally in each neuron gives nonlinear networks the
flexibility and power to approximate many complex relationships inherent
in the data. Founding concepts and studies on these ideas were developed
in the 1980s and are presented in McClelland and Rumelhart [5,6] and
Werbos [7], who laid the foundation for implementing nonlinear mapping in
neural networks. Kohonen [8] contributed greatly in implementing non-
linear projections of multidimensional data onto one- and two-dimensional
maps in a self-organizing manner so that unknown data clusters and
classification boundaries can be discovered. Some later developments of
these concepts are elaborated in detail in Haykin [9], Principe [10], Fausett
[11], Kohonen [12], and Eberhart et al. [13,14].

Both this chapter and the next concentrate on MLP networks. This
chapter examines in detail how data is processed by individual neurons and
how the whole network assembles individual neurons and synthesizes their
outputs to produce a final output. It begins with a brief overview of the
operation of MLPs, and then, in Section 3.2, moves on to a detailed study of
processing in a nonlinear neuron, with examples. Also, the nonlinear
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neuron model is compared with nonlinear regression. In Section 3.3 and
Section 3.4, networks for single- and two-dimensional input processing are
presented in detail and illustrated with examples. These sections explore
fundamental processing in neurons and the ways in which these neurons
work together in a network to perform nonlinear mapping of inputs to
outputs where highly nonlinear mapping functions are formed and complex
classification boundaries are created. The next chapter explains how
networks learn to perform these tasks.

3.1.1 Multilayer Perceptron

The layout of an MLP network with one hidden layer is shown in Figure 3.1.
In Figure 3.1, x1, ., xn are input variables comprising the input layer. The
first set of arrows represent the weights (or input-hidden neuron
connections) that link this layer to the hidden middle layer, consisting of
one or many hidden neurons—so called because they are not exposed to
the external environment (data), as are the input and output neurons.
Hidden neurons sum the corresponding weighted inputs as denoted by S in
Figure 3.1; this is similar to the initial processing in the linear neuron and
perceptron. However, unlike those systems, each hidden neurons passes its
weighted sum through a nonlinear transfer function, denoted by s. The
outputs of the hidden neurons are fed through the second set of weights
(hidden-output neuron connections) into the output neuron(s), which
assemble the outputs by computing the weighted sum and passing it
through a linear or nonlinear function. The output of these neurons makes
up the network output, which is usually a single output in prediction (or
function approximation), and one or many outputs in classification,
indicating the class to which each input belongs. There are many choices
for the neuron activation (transfer) function, and this chapter will spend a
great deal of time studying these choices, their characteristics, and the ways
they turn multilayer networks into powerful classifiers and predictors.
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Figure 3.1 Configuration of a multilayer neural network.
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Learning or training in MLPs is supervised by showing the network the
desired output for a particular input. Learning involves presenting the input
vectors, one at a time, at the input layer and passing them through the
hidden layer and output layer, where the final network output is generated.
At this point, the network output is compared with the desired output and
the difference, which is the error, is calculated. If the absolute error is larger
than an acceptable threshold, the error is backpropagated through the
network; this process adjusts the weights between the input and hidden
layers and those between the hidden and output layers using an appropriate
learning method to minimize the error in the repeated processing of the
inputs by the network. The error threshold, or acceptable limit for error,
defines the accuracy of the model and depends on practical considerations.

One popular learning method for error correction is the delta rule, also
called steepest descent, presented in Chapter 2 in relation to learning in
linear neurons. Error correction methods are continually being improved;
some of these methods will be studied in Chapter 4. The training process is
repeated, adjusting weights until the optimum network performance
(resulting in minimum error) is achieved, at which point training stops.
For simple linear problems, hidden neurons are not required, as can be seen
from the analysis of the linear neuron in Chapter 2. For simple nonlinear
problems, one or few hidden neurons may be sufficient. However, for
highly nonlinear problems involving many input variables, a larger number
of neurons may be necessary to correctly approximate the desired input–
output relationship.

The following sections will systematically examine data processing in
MLPs by looking in detail at the internal workings of these networks.
Specifically, they will look at characteristics of activation functions and
hidden neuron processing, and process data through networks of increasing
complexity to highlight how individual neurons process information locally
and how an ensemble of neurons collectively produce complex mappings
of data. In essence, this chapter is a study of the ways in which networks
process data, called forward passing of input–output data. Once data
processing has been studied thoroughly, the entirety of Chapter 4 is devoted
to a discussion of how to train MLP networks to perform these complex
mappings. Through these discussions, it is expected that the reader will not
only understand the fundamentals of nonlinear neural processing but also
be able to study other networks with ease.

3.2 Nonlinear Neurons

MLP derives its power from nonlinear processing in the hidden neurons.
Crucial to this task are the nonlinear activation functions that transform the
weighted input of a neuron nonlinearly to an output. This section will first
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look at some of these nonlinear activation functions in detail and then study
how they themselves are transformed during training to map inputs to
output(s) nonlinearly. Figure 3.2 shows a hidden neuron receiving n inputs,
x1, ., xn.

The output of the neuron is given in Equation 3.1, where the weighted
sum of the inputs (as shown within brackets) is passed through a nonlinear
function s as

s
Xn

jZ1

wjxj C b

 !
ð3:1Þ

where b denotes the weight associated with the bias input and wj represents
the weight associated with the jth input. The most widely used function is
sigmoid—a family of curves that includes logistic and hyperbolic tangent
functions—and is used for modeling in population dynamics, economics,
and so on. Other functions that are used are Gaussian, sine, arc tangent, and
their variants. Some of these are presented in Figure 3.3 and explored in the
next section.

3.2.1 Neuron Activation Functions

The neuron activation functions shown in Figure 3.3 have some important
characteristics that make them vital to neural information processing.
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Figure 3.2 Nonlinear neuron.

(a) (b) (c) (d) (e)

Figure 3.3 Some nonlinear neuron activation functions: (a) logistic, (b) hyperbolic-
tangent, (c) Gaussian, (d) Gaussian complement, (e) sine function.
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They are nonlinear, continuous functions that remain within some upper
and lower bounds. Nonlinear means that the output of the function varies
nonlinearly with the input; this aspect makes it possible for neural
networks to do nonlinear mapping between inputs and outputs.
Continuity of the functions implies that there are no sharp peaks or
gaps in the function, so that they can be differentiated throughout,
making it possible to implement the delta rule to adjust both input-hidden
and hidden-output layer weights in backpropagation of errors, as Chapter
4 will study in detail. These two important properties are instrumental in
shifting the neural networks application domains from simple linear to
complex nonlinear domains. The term “bounded” means that the output
never reaches very large values, regardless of the input. This means that
the output activation remains bounded even if the net input to a neuron
is large. These developments were a direct result of the attempts to
develop models that mimic the biological neurons, where the outputs are
nonlinear, continuous, bounded signals. Due to their popularity, sigmoid
activation functions will be studied next in more detail. The concepts
apply equally well to other functions.

3.2.1.1 Sigmoid Functions

The sigmoid functions are a family of S-shaped functions whose
characteristics are described in the previous section; two of them are
shown in Figure 3.3a and Figure 3.3b. The most widely used sigmoid
function is the logistic function, shown in Figure 3.4 for the range of input
values u from K10 to 10. L(u) denotes the output for an input u.

The logistic function has a lower bound of zero and upper bound of 1.
This means that the function value (or the output) range is [0,1]. At the input
uZ0, the output is the midpoint (0.5), and the slope of the function, which
indicates how fast the function is changing, is the greatest at this point.
The slope at uZ0 is 0.25 (148). The output increases relatively quickly in the
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Figure 3.4 Logistic activation function.
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vicinity of uZ0, as input increases and approaches the upper bound much
more slowly. For inputs below zero, the output initially decreases more
rapidly, then more slowly as the lower bound is approached. Smith [4]
gives a more detailed graphical analysis of the components of the
logistic function. The logistic function has the following mathematical
formulation:

y Z LðuÞ Z
1

1 C eKu ð3:2Þ

where e is the base of natural logarithm, which is a constant with a value
of 2.71828.

Another commonly used sigmoid function is the hyperbolic tangent
function shown in Figure 3.3b and given below:

tanhðuÞ Z
1 C eKu

1K eKu ð3:3Þ

As shown in Figure 3.5, the hyperbolic tangent function has a
lower bound of K1 and an upper bound of 1, making its output range
[K1,1] in contrast to the [0,1] range for the logistic function. Another
difference is that the output at uZ0 is zero. The slope of the hyper-
bolic tangent is also higher at uZ0, meaning that it reaches the bounds
more quickly than the logistic function. The slope at uZ0 here is 1.0
(i.e., 458).

Another related function is the inverse tan (tanK1 or arctan) function,
shown in Figure 3.6. It has a more gradual variation than the above two
functions, with a slope at boundary in between those of the logistic and
hyperbolic tangent functions.

Many of these functions have been used for neural information
processing. When they are used in output neurons, the actual output
must be scaled to fit the output range of the transfer function because the
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Figure 3.5 Hyperbolic tangent function.
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network output is compared to the actual output. For example, if a neuron
with a logistic activation function is used for the output neuron, the output
will be in the range of [0,1]. Therefore, the actual outputs have to be
scaled to fit this range. The inputs, however, can take any value
regardless of the bounds of the sigmoid function; however, in some
situations it may be necessary and advantageous to scale the input data to
the range of the transfer function receiving the inputs. These aspects will be
explored later.

3.2.1.2 Gaussian Functions

Standard normal curve. The standard normal curve, shown in Figure 3.7,
has a symmetric bell shape and is the commonly known standard
normal distribution (Equation 3.4). It represents input data with mean
zero and standard deviation one. Its range is [0,1], it peaks at input uZ0,
is highly sensitive to u values around zero, and is almost insensitive to those
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Figure 3.6 Arctan function.
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Figure 3.7 Gaussian function.
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at the tails. Thus, it amplifies the mid-range of the input distribution.
Therefore, when this function is used in a neuron as a component of a
neural network, it is more sensitive to the weighted inputs that are close
to zero:

y Z eKu2

: ð3:4Þ

Gaussian complement. This is the inverted Gaussian function so it
peaks at the tails and assumes a value of zero when uZ0, as shown in
Figure 3.8 and Equation 3.5. Thus, it has a larger output for the inputs at
the upper and lower ends. When it is used in a neuron as part of a neural
network, the network is more sensitive to the weighted inputs that are at
the two extreme ends:

y Z 1K eKu2

: ð3:5Þ

The working of these functions in a neural network can now be
explored, beginning with a one-input network and examining thoroughly
all aspects of the network in order to completely understand what
enables MLPs to approximate any nonlinear function or classify data with
arbitrarily nonlinear classification boundaries.

3.2.2 Example: Population Growth Modeling Using a
Nonlinear Neuron

Exponential functions are popularly used for modeling population growth.
Presented below is the way in which a single neuron with a logistic function
learns to model population growth through training using the data shown in
Figure 3.9.

A single neuron model was trained, as shown in Figure 3.10, using the
delta rule starting with a small random initial weight value; the progress of
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Figure 3.8 Gaussian complement function.
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the model at four epochs of training is shown in Figure 3.11, where the solid
line represents the model output [15].

It can be seen that the initial model output shown for iteration zero is far
from what it should be, and the training quickly corrects most of the error in
the first epoch itself. (In the figure, iteration is an epoch.) The final optimum
values obtained for the bias and input-neuron weights are K0.00002 and
0.5, respectively, resulting in the following model output:

y Z
1

1 C eK0:5x
ð3:6Þ

Thus, a single, nonlinear neuron with logistic transfer function is capable
of modeling simple, nonlinear functions such as growth models. It also
highlights the fact that a single neuron can model any region of output
where the output is monotonically (continuously) increasing or decreasing.
A single neuron with multiple inputs will produce a multidimensional,
nonlinear model with an output in the form of

y Z
1

1 C eK ðw1x1Cw2x2C/CwnxnÞ
: ð3:7Þ

2 4 6 8
Time

0.6

0.7

0.8

0.9

1
Population

Figure 3.9 Population growth over time.
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Figure 3.10 Nonlinear neuron with a logistic transfer function for modeling
population growth.
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Figure 3.11 Learning progress with epochs.
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3.2.3 Comparison of Nonlinear Neuron with Nonlinear
Regression Analysis

Functionally, the performance of the single, nonlinear neuron is similar to
the nonlinear regression in statistics. The same population growth data
used in the previous section were used to fit a nonlinear regression [16]
model with the results presented in Table 3.1 where theta 1 and theta 2
refer to b0 and w, respectively, of the nonlinear neuron. It can be seen that
the parameter estimates from the nonlinear neuron and nonlinear
regression are identical.

3.3 One-Input Multilayer Nonlinear Networks

3.3.1 Processing with a Single Nonlinear Hidden Neuron

In this section we study a simple MLP network, shown in Figure 3.12, with
one input in the input layer, one hidden neuron in the hidden neuron layer,
and one output in the output layer. Therefore, it has one input-hidden layer
weight denoted by a1 and one hidden-output layer weight denoted by b1.
The input is x and the network output is z. The hidden neuron has a bias
input of C1 with an associated weight of a0 and the output neuron has a
bias weight of b0. This notation for the weights is also used by Smith [4]. This
section examines the most common activation function, logistic function, in
the hidden neuron and for simplicity assumes a linear function in the output
neuron, which in theory can be any activation function previously
described. However, it will be shown that a linear activation function is
more appropriate for the output neuron in prediction, and logistic or a
bounded function is more appropriate for classification.

Table 3.1 Results from Nonlinear Regression on Population Growth Data

Parameter Estimate Asymptotic SE CI

Theta 1 1.39!10K16 1.59!10K16 {1.95!10K16, 4.73!10K16}

Theta 2 K0.5 7.35!10K17 {K0.5, K0.5}

1

x

1

z
yf(·)

a0

a1 b1

b0

Σ f(·)Σ

Figure 3.12 One-input, one-hidden neuron, one-output neural network.
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The input is fed into the network and the hidden neuron calculates the
weighted sum of inputs (including bias) and passes it through the logistic
function to produce the hidden-neuron output, y. This output is fed as input
into the output neuron through the associated connection link, where it is
weighted. The weighted input is passed through the neuron’s activation
function and the output of this neuron becomes the network output. The
most important part of processing takes place in the hidden neuron, whose
details are shown in Figure 3.13.

The weighted input is

u Z a0 C a1x: ð3:8Þ

The result of this operation is to map x linearly to u, as shown in Figure 3.14,
with a slope a1 and intercept a0.

As the weight a1 changes, the slope of the line changes, and as a0

changes, the vertical position of the line changes. Thus, the weights (a0, a1)
fix a line in two-dimensional space of (uKx). The weight a0 can be thought
of as incorporating the effects of all inputs other than x that are not explicitly
involved in the model.

The second task of the hidden neuron is to pass the weighted sum u
through the logistic function. The logistic function has u as its argument and
is always a standard function with y Z0.5 at uZ0. It will be more useful to
express the output y in terms of input x to illustrate how x is mapped to y
through u. Substituting u into the logistic function, the hidden-neuron
output y is

y Z
1

1 C eKða0Ca1xÞ
: ð3:9Þ

1

x ya0+a1x 1+e−u

u =

a0

a1
1

Figure 3.13 Hidden neuron details.
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Figure 3.14 Hidden neuron weighted input u as a function of x.
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Because learning is about adjusting weights, it is essential to see the
effect of learning on the hidden-neuron output. Several cases will be
presented to illustrate this concept, starting with the simplest case.

1. a0Z0, a1Z1
The hidden neuron output becomes

y Z
1

1 C eKx :

This is the familiar standard logistic function, as shown in Figure 3.4, with
the weighted sum uZx. Thus, when there is no bias input and the input-
hidden weight is one, the hidden-neuron output with respect to the network
input is represented by the standard logistic function. The function is such
that when xZ0, yZ0.5. When x is greater than zero, y is greater than 0.5,
and when x is less than zero, y is less than 0.5. Thus the position of xZ0 can
be thought of as a boundary that divides the input space into two equal
regions: one in which y is closer to one and the other in which y is closer to
zero. This point of x is called the boundary point; this concept will be used
later in classification. The slope of the curve at the boundary point is 0.25.

2. a0Z0 and a1ZK1
The hidden-neuron output now becomes

y Z
1

1 C ex : ð3:10Þ

The resulting function is plotted in Figure 3.15, which shows that the
slope of the curve is now reversed and the curve is the mirror image of the
standard logistic function.

3. a0Z0, a1 varies from K1 to 2
Changing a1 from K1 to 2 yields curves of varying slope at the boundary

point, as shown in Figure 3.16.
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Figure 3.15 Logistic function for a0Z0, a1ZL1.
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The larger the a1, the steeper the slope of the curve at the boundary
point. Thus, the effect of adjustment of a1 during learning is to fix the slope
of the hidden-neuron output function around the boundary point. The
overall effect of a1 is that its magnitude adjusts the slope of the curve and its
sign determines whether the direction of the slope is positive or negative.

4. a1Z1, a0ZK3, 0, 4
Here the effect of the bias weight alone is illustrated. Figure 3.17 shows

the hidden-neuron output function for three values of a0: K3, 0, 4. As can be
seen, negative values of a0 push the curve forward and positive values pull it
backwards. A value of zero produces the standard logistic function. Thus the
effect of adjusting a0 during learning is to control the horizontal position of
the curve. Because the boundary point is where the function value is 0.5, the
change in a0 essentially serves to move the boundary point horizontally.
The position of the boundary point is not a function of a0 alone, but varies
with a1 as well, as demonstrated below.

5. a1Z0.3, a0ZK3, 0, 4
Figure 3.18 shows a hidden-neuron output for the same values of a0 as in

the previous figure, but with a1Z0.3. This highlights a dramatic effect of a1
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Figure 3.16 Logistic functions for a0Z0, a1 varies from L1 to 2.
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Figure 3.17 Logistic functions for a1Z1.0, a0ZL3, 0, 4.
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on the position of the curves, demonstrating that the most active regions
(boundary regions) of the curves are placed at various locations along the
x-axis. This feature is used for modeling various local nonlinear features of
an input–output function, as will be seen later.

What are the boundary points for the three curves shown in Figure 3.18?
The boundary point will be denoted by x 0. The boundary point is where
uZ0, which always gives a function value of 0.5, but uZa0Ca1x,
therefore, at the boundary point, a0Ca1x

0 Z0, resulting in

x 0 ZKa0=a1: ð3:11Þ

Thus, the boundary point for a0ZK3 is K(K3)/0.3Z10, for a0Z0 is
zero, and for a0Z4 is (K4)/0.3ZK13.3. The above equation shows that
the smaller the magnitude of a1, the larger the shift that curve makes
horizontally for a given value of a0, as can be seen in Figure 3.17 and
Figure 3.18 for a1Z1 and a1Z0.3, respectively.

Now it is possible to summarize the combined effect on the hidden-
neuron output of adjusting a0 and a1 during learning. By plotting the
hidden-neuron output as a function of input x, not only can the relationship
between the inputs and hidden-neuron output be seen, but also the ways in
which this relationship is transformed during learning as a0 and a1 change.
Basically, a0 and a1 alter the position and shape, respectively, of the logistic
function with respect to the inputs, and learning involves finding the
appropriate a0 and a1 incrementally. Because there is a lot of scope for
changing the slope and the position of the curve, it can be tailored to take
any desired form by adjusting its slope, direction, and horizontal position.

When the desired function is more complex for approximation by a
single hidden neuron, the capability of the neural network can be greatly
enhanced by adding more neurons that act in parallel. Each neuron
processes information in a similar fashion, but due to different initial
weights, they begin using logistic functions with different slopes and
positions. During training, each of these undergoes transformations in
shape and position through changes in the corresponding weights to
model various aspects of the desired function, so that collectively they
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Figure 3.18 Logistic functions for a1Z0.3, a0ZL3, 0, 4.
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approximate the desired function. This gives MLP networks the power of
nonlinear processing to approximate any function to any desired degree
of accuracy.

Output of the network. Now the way in which the network produces the
final output will be explained (Figure 3.19).

The output neuron, like the hidden neuron, first computes the weighted
sum of the inputs it receives, denoted here by v, and then produces the final
output z, which is equal to v for the case where a linear activation function is
used. This yields

v Z b0 C b1y

z Z v;
ð3:12Þ

where b0 is the bias weight and b1 is the hidden-output neuron
weight. The output is linear with respect to v but is still nonlinear with
respect to the original input due to the nonlinear processing in the hidden
neuron.

For the general case in which there is more than one (say, n)
hidden neurons, the output of each of the neurons, y1, y2, ., yn, is fed
into the output neuron through the corresponding weights, b1, b2, ., bn,
along with the bias input C1 through bias weight b0, as shown in
Figure 3.20.

The weighted sum of inputs (v) received by the output neuron from
many hidden neurons and the output z is

v Z b0 C
Xn

jZ1

bjyj

z Z v;

ð3:13Þ

where bj is the weight linking hidden neuron j and the output neuron.

1

y z

b0

b1
v =
b0+ b1y

Figure 3.19 Output neuron and network output.
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bn
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b0+Σbjyj
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Figure 3.20 Network output for multiple hidden neurons.
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For classification problems, it is more appropriate to use a logistic
activation function. The output then is

z Z
1

1 C eKv : ð3:14Þ

Using a logistic function, the output is bounded between zero and one,
and output is nonlinear with respect to both v and the original input.

This concludes the forward processing in a one-input and one-output
network with more than one hidden neuron. This network with one
output neuron receiving inputs from many hidden neurons, which in turn
receive a single input, can approximate arbitrarily complex single-input
single-output functions.

3.3.2 Examples: Modeling Cyclical Phenomena with
Multiple Nonlinear Neurons

Now two examples involving cyclical phenomena will be explored. Many
natural processes are cyclical in nature. The first example is a single cycle
square wave that can be thought of as an idealization of phenomena such as
seasonal plant growth. The second example involves modeling two-cycle
phenomena, such as spring and autumn species migration, which are
complex, nonlinear functions to model. A deeper exploration into the
networks modeling these phenomena sheds light on the internal
transformations that finally produce the desired nonlinear function.

3.3.2.1 Example 1: Approximating a Square Wave

First the square wave function, as presented in Smith [4] and shown in
Figure 3.21, will be explored, in which t is the desired output and x is the
input. The function is constant at 0.25 for x is less than 0.3 or greater than 0.7.
Within the range of 0.3 to 0.7, the value of the target function is 0.75.
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Figure 3.21 Square wave function t in relation to x.
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The first stage of the development of a neural network model is to
generate the data. For a function approximation or classification, this
involves generating input–output pairs that describe the problem. For the
square wave problem, any number of input–output pairs can easily be
generated within the range of x between zero and one, as it is known from
the function in Figure 3.21 what the target value should be. As training has
not yet been discussed in detail, it will be assumed that this function will be
modeled using two hidden neurons with a logistic activation function and
one output neuron with a linear function, as shown in Figure 3.22, where x
is the input, a01 and a02 are bias weights associated with the two hidden
neurons, and a11 and a12 are input-hidden neuron weights for the two
hidden neurons. For the output neuron, b0 represents the bias weight and b1

and b2 are the weights associated with links to the output neuron from the
two hidden neurons. Thus, this problem has seven unknown weights that
require incremental adjustment during training. The hidden-neuron
weighted sum is u and the output is y; the weighted sum for the output
neuron is v and the network output is z.

Random initial values between G0.3 were assigned to the weights, and
the network predictions before training (solid line) were superimposed on
the data in Figure 3.23.
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Figure 3.22 Network with two nonlinear hidden neurons for square wave
approximation.
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Figure 3.23 Model output with initial random weights.
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As can be seen from Figure 3.23, the network with initial weights
poorly models the data. The network was trained using the delta rule until
error did not change appreciably; this occurred in 15 epochs, and the
predictions from the trained network superimposed on data are shown in
Figure 3.24.

Figure 3.24 shows that the trained network follows the data very well
except for the two steep areas with infinite slope. These steep areas are
generally very difficult to model, but this network has done it rather well.
The final values obtained for the weights are shown in Table 3.2.

Now a forward pass of two input–output pairs selected from Figure 3.21
will be performed, and the network output for these values will be examined.

1. xZ0, tZ0.25
For this pair, the first hidden-neuron output is

u1 Z a01 C a11x ZK20:8 C 0 Z 20:8

y1 Z
1

1 C eKu1
Z

1

1 C eK20:8 Z 0:999:

The second hidden-neuron output is

u2 Z a02 C a12x Z 47:6 C 0 Z 47:6

y2 Z
1

1 C eKu2
Z

1

1 C eK47:6
Z 1:
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Figure 3.24 Trained network predictions superimposed on data.

Table 3.2 Weights for the Two-Neuron Nonlinear Model
Approximating Square Wave

a01 a02 a11 a12 b0 b1 b2

20.8 47.6 K69 K68 0.25 K0.5 0.5
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The net input v and output z of output neuron are

v Z b0 C b1y1 C b2y2 Z 0:25K ð0:5 ! 0:999ÞC ð0:5 ! 1Þ Z 0:25

z Z v Z 0:25:

The desired target tZ0.25, so the predicted and desired results are
identical. Now the second input–output pair will be examined.

2. xZ0.5, tZ0.75 (This point belongs to the stepped portion of the
function.)
For this pair, the first hidden-neuron output is

u1 Z a01 C a11x Z 20:8K ð69 ! 0:5Þ ZK13:7

y1 Z
1

1 C eKu1
Z

1

1 C eKðK13:7Þ
Z 1:122 ! 10K6:

The second hidden-neuron output is

u2 Z a02 C a12x Z 47:6K 68 ! 0:5 Z 13:6

y2 Z
1

1 C eKu2
Z

1

1 C eK13:6
Z 0:999:

The net input and output of output neuron is

y Zb0 C b1y1 C b2y2 Z0:25K0:5!1:122!10K6 C 0:5!0:999Z0:75

z Zv Z0:75:

The desired target is tZ0.75, so the predicted and target values
are identical.

The reader may wish to try another input–output pair from the latter
portion of the function to see how the predicted and desired values compare.

Hidden neuron outputs in relation to the input. Now that the model
behaves satisfactorily, it is time to examine the way that the training has
positioned and adjusted the slope of the hidden-neuron activation functions
in the input space of x. The predicted output of the network will also
be considered.

Because u1Za01Ca11 x and y1Z1=ð1CeKðu1ÞÞ, substituting for u1 into y1

yields

y1 Z
1

1 C eKða01Ca11xÞ
: ð3:15Þ

Similarly, for the second hidden neuron, u2 Za02Ca12 x and
y2Z1/(1CeKðu2ÞÞ, resulting in

y2 Z
1

1 C eKða02Ca12xÞ
: ð3:16Þ
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Network output in relation to the input. The predicted model output z is

z Z
1

1 C eKv Z
1

1 C e
K b0C

P2

jZ1

bj yj

� � : ð3:17Þ

By substituting uj into yj in the above equation, the output z as a
function of x is obtained, together with all the weights, a01, a02, a11, and
a12, as

z Z
1

1 C e
K b0C

P2

jZ1

bj ð1=1CeKða0jCa1jxÞÞ

� �

Z
1

1 C eK b0C b1ð1=1CeKða01Ca11xÞÞCb2ð1=1CeKða02Ca12xÞÞ½ �ð Þ
; ð3:18Þ

which becomes the model that maps inputs nonlinearly to the output
through weights that are free parameters of the network.

By substituting for values of weights from Table 3.2, the final output of
the trained network as a function of input x becomes

z Z
1

1 C eK 0:25C ðK0:5Þð1=1CeKð20:8CðK69ÞxÞÞC0:5ð1=1CeKð47:6CðK68ÞxÞÞ½ �ð Þ
: ð3:19Þ

Graphical illustration of steps in network processing. Figure 3.25 and
Figure 3.26 show plots of all intermediate steps in the calculation to show
graphically how the original data is mapped to u1, u2, y1, y2, v, and finally z.
This was done by plotting the above functions of uj, vj, and z in relation to
input x. Exploring these graphs one by one illuminates the neural
information processing in MLP in general, and in this network in particular.
Figure 3.25 shows u1 and u2 as a function of x.
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Figure 3.25 Mapping of inputs to weighted sum u of inputs in hidden neurons.
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As previously discussed, u1 is the weighted sum of the inputs to the
first hidden neuron and must be a linear function of x with intercept equal
to bias weight a01, and slope equal to input-first hidden-neuron weight
a11. Learning in the network has configured the final values of these
weights to 20.8 and K69, respectively, showing a positive intercept and
negatively inclined line, as shown in Figure 3.25. Similarly, u2 is the
weighted sum of the inputs to the second hidden neuron, and this
function has an intercept equal to bias weight, a02, and slope equal to
weight, a12. Learning in the network has configured the final values of
these weights to 47.6 and K68, respectively, showing a positive intercept
and negatively inclined line (Figure 3.25). These are the values of weights
in Table 3.2.

When u1 and u2 are mapped to corresponding hidden-neuron outputs y1

and y2, a standard logistic function results, but in the input space we know
that the effect of a01 and a11, for example, is to control the position and
slope, respectively, of y1 to follow the desired target function. Similarly, the
effect of a02 and a12 is to control the corresponding aspects of y2 to represent
the desired target function jointly with y1. These two outputs are plotted
against x in Figure 3.26.

Figure 3.26 shows how the active regions of the two hidden neurons
have been positioned in the input space to perform the required mapping.
In Figure 3.26 the two curves have been shifted in the horizontal direction
such that the boundary point that divides y1 in half is x 0ZKa01/a11Z
(K20.8)/(K69)Z0.3. Note that this is the point where the original function
steps up. The slope of y1 at the boundary point is K17.29 (878), which is an
approximation of the infinite slope in the original function. This can be seen
in Figure 3.27, in which hidden-neuron outputs are superimposed on the
output of the network, z. Because an activation function must be smooth
and differentiable, a step function will never be modeled perfectly. The
output of the second hidden neuron y2 in relation to x, as shown in
Figure 3.26, shows that its boundarypoint is Ka02/a12ZK47.6/K(68)Z0.7.
This is exactly the point at which the target function steps down
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Figure 3.26 Mapping of input to two hidden-neuron outputs.
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(Figure 3.27). This logistic function also has a slope of 17.0 (878), fixed by
a12, and this is an approximation of the infinite slope of the original function
at this location. Note that the slope of the logistic is not equal to the weight
but is controlled by it. Comparison of the output z and the target t in
Figure 3.24 shows that the network has found the correct positioning of the
curves and models the data well.

Next the activation of the hidden neurons will be closely studied. The
first neuron is initially fully active (y1Z1) up to about xZ0.25 (Figure 3.27)
and then decreases its output up to about xZ0.4; from that point on, the
first neuron remains inactive with an output of zero. The second neuron also
starts with full activation (y2Z1), but remain fully active until x reaches 0.7,
where the activity slows down and ceases at xZ0.8. The overall effect of
neuronal activation is that the neurons cooperate by taking care of separate
features of the target function and crafting their own logistic function to
mimic the target function.

How do the neurons work together to produce the final outcome? To
answer this question, the network outcome will be analyzed. The predicted
output z of the network is

z Z b0 C b1y1 C b2 y2 Z 0:25K 0:5y1 C 0:5y2: ð3:20Þ

The activation of both hidden neurons, y1 and y2, is initially 1. Because
hidden-output weights are 0.5 and K0.5, their weighted sums are canceled
and thus the target value of 0.25 in the input range of 0 to 0.3 comes entirely
from the bias output weight of 0.25. Closer to tZ0.3, y1 begins decreasing to
accommodate the step function at xZ0.3. This results in an overall increase
in z according to Equation 3.20, which continues until y1 becomes zero at
xZ0.4. At this point zZ0.75, which is equal to the required target and the
first hidden neuron is responsible for the step function at xZ0.3. In the
input range of around 0.3 to 0.7, only hidden neuron 2 is active at the full
capacity that keeps z constant. At x closer to 0.7, neuron 2 decreases its
activity to accommodate the second step and its effect is to reduce the z
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Figure 3.27 Mapping of input to output by the joint activity of the two hidden
neurons.
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value; this continues until xZ0.8, when both neurons are inactive. The
required output of 0.25 in the last input range is solely provided by the bias
weight. Note that because both neurons are active simultaneously to
produce the required alterations of the shape of the output function,
removal of one neuron affects the output of the network for the entire
input range.

The above example also highlights the number of neurons required to
model the output. Because there are two distinct regions in which the
direction of output changes, two logistic functions are required to model
these two regions. This is because a single neuron can model only
monotonic changes, not reversals in direction.

Figure 3.28 shows how all the network weights change during
training until the desired weights are achieved. Each line represents
adaptation in one weight. With further training, these weights do not
change, but reach a plateau. Values of the seven weights (Table 3.2) of
the trained network are those for the 15th epoch in Figure 3.28. Note that
in this figure all of the output neuron weights are very small compared to
hidden-neuron weights, and therefore cannot be distinguished from
one another.

In summary, all of the stages of neural information processing were
examined in detail in this example. It was shown graphically how learning
crafts hidden neuron activation functions such that the final output
follows the target function. The slopes of the original function are modeled
by placing logistic functions at appropriate locations and adjusting the
slopes of these functions that are primarily responsible for specific regions
of the input space. The final output is produced by the joint activation of the
hidden neurons, which are combined and processed by the output neuron.
Thus, the whole network operates as an integrated whole, but the internal
computation is distributed among the hidden neurons that do most of the
work and, therefore, removal of a neuron affects the entire output.
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Figure 3.28 Change in network weights during training with number of epochs.
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3.3.2.2 Example 2: Modeling Seasonal Species Migration

In this example, seasonal species migration is modeled. Many species show
bimodal migratory patterns depicting spring and autumn migrations.
Figure 3.29 shows data from such a pattern.

This pattern requires more than two hidden neurons. Since there are
four distinct regions in which monotonicity is broken, it was approxi-
mated using four hidden neurons, as shown in Figure 3.30. The network
comprises one input, four hidden neurons, and one output neuron.
Consequently, there are 13 unknown weights, including the bias weights,
to be estimated in the training. The data shown in Figure 3.29 was used to
train the network using the delta rule until the error was minimized. The
model output with random weights before training and the output with
final optimum weights are shown in Figure 3.31a and Figure 3.31b,
respectively. In Figure 3.31b, target data (black dots) is superimposed on
the predictions (solid line) and there is a high degree of accuracy in the
prediction, which shows that the network has mapped input data to the
output perfectly. The prediction error will be studied in detail later.
The final weights are shown in Table 3.3.
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Figure 3.29 A pattern of bimodal seasonal species migration.
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Figure 3.30 Multilayer perceptron network for modeling bimodal pattern of
species migration.
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First, the forward pass of data will be studied to explore the hidden
workings of this more complex network. The data is processed similarly to
that in the previous network containing two hidden neurons, except that
this network contains four neurons. Here, each neuron sees the same input,
but due to their different initial weights, the position and the shape of the
activation functions in the input space will be different. This can be thought
of as four activation functions with different slopes being placed at random
locations in the input space. With random starting positions, weights are
adjusted incrementally during learning until they make the activation
functions assume final position and shape. This is done in such a way that
each function takes care of a different region of the input space
appropriately, so that their joint activity produces the network output that
attempts to mimic the target function, which in this case is the bimodal
pattern of species migration. A few input–output pairs will be selected and
the inputs will be passed through the network. Table 3.4 shows the
intermediate results of the processing of three inputs by the network.

Table 3.4 and Figure 3.31b indicate that the network error is very small.
Now that the network models the data very well, the way in which the
network produces the final outcome will be explored. First of all, the hidden
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Figure 3.31 Network prediction superimposed on data: (a) for initial weights and
(b) for final optimum weights.

Table 3.3 Input-Hidden and Hidden-Output Neuron Weights;
Bias b0Z0.65

Neuron, i Bias Weight, a0 Weight, a1i Weight, b1i

1 2.7 K31.6 K0.55

2 K10.4 32.4 K0.58

3 35.0 K38.1 0.53

4 20.0 K29.5 K0.57
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neuron outputs will be examined. The plotting of u will be skipped because
now it is known know that each u represents a line with an intercept equal
to the bias weight and a slope equal to the input-hidden neuron weight.
Figure 3.32 shows the final shape and the position of the four logistic
functions after training. Neuron 2 has a positive slope and neurons 1, 3, and
4 have negative slopes.

According to Figure 3.32, neurons 3 and 4 are fully active from the
beginning, and are joined by neuron 2, which becomes fully active when
input is around 0.4. Neuron 2’s initial activity is zero. Neuron 1 has a high
initial activity that deceases quickly to zero at input around 0.2, where
neuron 2 begins to show an increase. To show how these functions work
together to produce the bimodal pattern, the output neuron activity is
superimposed on the four hidden-neuron outputs in Figure 3.33. Note that
each neuron is the most active near its boundary region, where it
contributes mostly to the final output z. These boundary points for neurons
1, 2, 3, and 4 are 0.08, 0.32, 0.92, and 0.68, respectively.

The network output is

z Z v Z b0 C b1y1 C b2y2 C b3y3 C b4y4

z Z 0:65K 0:55y1K 0:58y2 C 0:53y3K 0:57y4:
ð3:21Þ

Table 3.4 Intermediate Results of Processing Three Inputs by the Network

Time u1 y1 u2 y2 u3 y3 u4 y4 zZv t E

0.2 K3.59 0.026 K3.96 0.019 27.4 1.0 14.2 0.999 0.592 0.6 0.008

0.6 K16.2 0.00 9.0 0.999 12.1 0.999 2.39 0.996 0.087 0.1 0.013

0.9 K25.7 0.000 18.7 1.0 0.71 0.699 K6.45 0.001 0.433 0.45 0.017
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Figure 3.32 Activation functions of the four hidden neurons in the nonlinear
network.
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Asboth y3 and y4 are initially 1 and theyhave similarweightswith opposite
signs (0.53, K0.57), they do not contribute to the initial rise of the model
output shown in Equation 3.21. Inactive neuron 2 does not contribute either.
Therefore, the initial rise is due mainly to the bias and the rapidly decreasing
activation of neuron 1, i.e., zZ0.65K0.55y1. The fall of the output after the
initial rise is provided by neuron 2 alone because neuron 1 becomes inactive
at that time and because active neurons 3 and 4 cancel each other. In this
region, zZ0.65K0.58y2. Because y2 is increasing, z continues to fall. When it
comes to the third rise, neurons 2 and 3 are fully active, but activation of
neuron 4 is decreasing. Activation of neurons 2 and 3 cancel each other, so
only neuron 4 contributes in this region to produce the increasing output by
decreasing y4, i.e., zZ0.65K0.57y4. When it comes to the last fall, neurons 1
and 4 are inactive, 2 is fully active ( y2Z1), and neuron 3 decreases its
activation. Thus, in this region neurons 2 and 3 jointly contribute to produce
the output, i.e., zZ0.65K0.58y2C0.53y3Z0.07C0.53y3. The decreasing
activity of neuron 3 gradually brings the output to a minimum.

In summary, neurons process data locally but interact globally to produce
the output. Furthermore, they become active at various locations in the
input space to produce the required intensity or to offset a continuing trend.
The pattern that forms out of this complex and smoothly propagating activity
is the desired target function, which models the bimodal migratory data.

The MSE for all the data points for this network was calculated by

MSE Z
1

2N

XN

iZ1

tiK zi

� �2" #
; ð3:22Þ

where N is the number of data points, t is the target, and z is the
network output. The resulting MSE is 0.085. The square root of MSE (RMSE)
is 0.291. Chapter 4 will use this concept of network error to train a network.

0.2 0.4 0.6 0.8 1
Time

0.2

0.4

0.6

0.8

1
Migration

Figure 3.33 Activation of the four hidden neurons superimposed on the network
output.
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3.4 Two-Input Multilayer Perceptron Network

The understanding gained with one input can be extended to two or more
inputs. By looking at two inputs, it is possible to build a solid foundation for
the understanding of networks with many inputs, because the knowledge
we gained from one and two inputs (one- and two-dimensional problems)
generalize to many inputs (multidimensional problems). This is possible
because the basic principles underlying neural information in MLP can be
extracted from these examples. A network with two inputs can approximate
any function or predict any output that depends on two independent
variables. Hence, it can solve any two-dimensional prediction or
classification problem.

The structure of a two-input network is shown in Figure 3.34, in which
there are two inputs, one or more hidden neurons, and one output.
For classification problems involving more than two classes, it is necessary
to use one output neuron for each class. However, for most prediction
problems, only one neuron is needed. With two inputs, the network has
many extra weights, thus making learning more complex in terms of
number of weights to be optimized.

3.4.1 Processing of Two-Dimensional Inputs by
Nonlinear Neurons

The discussion of this network is treated in the same way as the one-
dimensional network, beginning with the processing of one isolated,
hidden neuron, as shown in Figure 3.35. Here, x1 and x2 are inputs, and a0,
a1, and a2 are the bias and the input-hidden neuron weights. The u
represents the weighted sum of inputs, and y is the hidden neuron output.
All activation functions are assumed to be logistic.

1

x1

b1 b0
b2

a01
a02

a11

a12

1

2

n

1

a1n

a0n

bn

x2
a21
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Figure 3.34 Two-input multilayer network structure.
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Each hidden neuron receives two inputs and the bias input, which are
weighted by the corresponding weights and summed during the first stage
of computing. The weighted sum u for the above neuron is

u Z a0 C a1x1 C a2x2: ð3:23Þ

This relationship is a plane in two-dimensional space of x1 and x2,
as shown in Figure 3.36. The weight a1 controls the slope of the plane
with respect to the x1 axis, and a2 controls its slope with respect to
the x2 axis. Therefore, the effect of learning is to map inputs x1 and x2

to a two-dimensional plane and to completely control the position
and orientation of the plane in two-dimensional space through a0, a1,
and a2.

The weighted sum u is passed through the logistic function to obtain the
hidden node output, y, as follows:

y Z
1

1 C eKu ; ð3:24Þ

where y is a standard logistic function with respect to u. Once again, the
boundary point is where uZ0, at which point yZ0.5. By substituting for u,
it is possible to find how the weights map inputs x1 and x2 to the hidden-
node output as follows:

y Z
1

1 C eK a0Ca1x1Ca2x2ð Þ
: ð3:25Þ

The output y is now a two-dimensional logistic function, in contrast
with the one-dimensional function seen in the one-input case. The

x1

u

a0

a2

a1 x2

Figure 3.36 Mapping of two-dimensional inputs to weighted sum.

x1

x2

1
a1

a0

a2
u y

Figure 3.35 One hidden neuron of the two-dimensional nonlinear network.
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boundary is still defined by uZ0; however, it is no longer a point, but a line
defined by

u Z a0 C a1x1 C a2x2 Z 0: ð3:26Þ

Now y and u will be explored for several cases of a0, a1, and a2 values to
link the one-dimensional logistic with the two-dimensional case.

1. a0Z0, a1Z1, a2Z0
The plot of y as a function of x1 and x2 for this case is shown in

Figure 3.37a, which depicts a standard logistic function in two-dimensional
space. The value of the weight a1 controls the slope of the function with
respect to the x1 axis. Because a2Z0, the slope with respect to x2 is zero.
Because a0Z0, the function is centered at x1Z0 and x2Z0. The equation
for the boundary line that results from passing a horizontal plane through
the middle of the logistic function can be obtained by solving uZ0, and is
plotted in Figure 3.37b as a straight vertical line. Neuron activation increases
below the line and decreases above it.

The points where the boundary line crosses the x1 and x2 axes can be
found using simple algebra. Denoting the boundary point on x1 axis by x1

0

and that on x2 axis by x2
0, x1

0 can obtained by substituting x2Z0 into
Equation 3.26 as follows:

x 0
1 Z

Ka0

a1

:

Similarly, by substituting x1Z0 into Equation 3.26:

x 0
2 Z

Ka0

a2

:

2. a0Z0, a1Z0, a2Z1
This case is plotted in Figure 3.38a, which demonstrates that a2

controls the slope of the function with respect x2 and the slope with
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Figure 3.37 Two-dimensional logistic function characteristics for a0Z0, a1Z1,
a2Z0: (a) logistic function and (b) boundary line that symmetrically divides the
input space.
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respect to x1 is zero due to a1 being zero and the function being centered at
x1Z0 and x2Z0. The boundary line in this case is a straight horizontal line,
as plotted in Figure 3.38b. The neuron activation increases above the line
and decreases below it.

3. a0Z0, a1Z1, a2Z2
In this case, where a1 and a2, which control the slopes, are nonzero, a

more complex logistic function is produced, as shown in Figure 3.39a. The
boundary line is, predictably, along the diagonal, symmetrically dividing
the input space as shown in Figure 3.39b. Neuron activity is greater above
the line and lesser below it.

4. a0ZK0.5, a1Z1, a2ZK1
In this case, the slope with respect x1 is positive, and that with respect to

x2 is negative, as shown in Figure 3.40a. The effect of a0 is to offset the
boundary line, which essentially shifts the region of the highest activity from
the center, as shown in Figure 3.40b.

The above graphical illustrations show that two inputs are mapped to a
two-dimensional logistic function of y whose slopes are controlled by the
weights a1 and a2. The weight a0 shifts the region of the highest activation of
the logistic function, depicted by the boundary line, in the two-dimensional
input space. Comparing this with the one-input case, it is possible to
visualize how several neurons can act together to approximate a two-
dimensional function or a model that predicts or classifies an outcome from
two independent variables. Basically, each node crafts its own two-
dimensional sigmoid function, whose shape and position are controlled by
its weights a0, a1, and a2, depending on the nonlinear nature of the function
being approximated. In this way, several neurons assuming their form in a
flexible manner adds the power and tremendous flexibility to the network
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Figure 3.38 Two-dimensional logistic function characteristics for a0Z0, a1Z0,
a2Z1: (a) logistic function and (b) boundary line that symmetrically divides the
input space.
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that allows it to approximate any two-dimensional function for prediction
or classification.

3.4.2 Network Output

The last stage of the processing is to synthesize the hidden-neuron outputs
by computing their weighted sum, v, and then processing v through the
output neuron activation function. The weighted sum produces the desired
form of the target function in a similar fashion to the one-input case, except
that the hidden neuron output is now produced by two-dimensional logistic
functions that work together. The output activation, z, adjusts the weighted
sum to approximate the target function, t. The z in the case of prediction can
be an arbitrarily complex, nonlinear surface. In classification, z values
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Figure 3.39 Two-dimensional logistic function characteristics for a0Z0, a1Z1,
a2Z2: (a) logistic function and (b) boundary line that symmetrically divides the
input space.
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Figure 3.40 Two-dimensional logistic function characteristics for a0ZL0.5,
a1Z1, a2ZL1: (a) logistic function and (b) boundary line that symmetrically
divides the input space.
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above 0.5 (or any user-defined threshold) are adjusted to one and classified
as one class, and those below it are adjusted to 0 and classified as another.
Prediction and classification are basically the same problem except for this
final adjustment. Thus, classification is a subset of prediction problems. The
final classification boundary is obtained by passing a plane across the model
output surface horizontally at the boundary value of the output activation,
and this boundary can be arbitrarily complex and nonlinear, dividing the
input space into classes in a complex manner. The next section will visually
explore nonlinear model surfaces and complex classification boundaries of
a two-input network. It will also aid in understanding the power of the
trained networks, as well as how proficiently they perform the prediction or
classification task. First, a prediction problem will be discussed.

3.4.3 Examples: Two-Dimensional Prediction and
Classification

3.4.3.1 Example 1: Two-Dimensional Nonlinear
Function Approximation

In this example, a complex, two-dimensional nonlinear function is
approximated to illustrate the powerful feature of approximating highly
nonlinear functions by multilayer networks. The target data was generated
from the function shown in Figure 3.41, which shows that the target
outcome has a nonlinear relationship with x1 and x2. The data was modeled
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Figure 3.41 Two-dimensional nonlinear surface to be approximated by the neural
network. (Adapted from Mathematica—Neural Networks, Wolfram Research,
Champaign, IL, 2002.)
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by a neural network with one hidden layer of four neurons using logistic
activation functions. The output activation function is linear [15].

Figure 3.42a shows thenetworkoutputwith random initialweights before
training, and Figure 3.42b shows that of the fully-trained network. Training
took 20 epochs with mean square error minimization using the delta rule.

Function approximation accuracy of the network. According to
Figure 3.42, the approximated surface is quite close to the target surface,
which illustrates how neural networks are capable of approximating highly
nonlinear problems. The prediction error for each input–output pair can be
obtained in the usual way by subtracting predicted outcome from the target.
The histogram of the error (or the error distribution) for the above problem
is shown in Figure 3.43. It shows that the error distribution is approximately
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Figure 3.42 Neural network approximation of the two-dimensional nonlinear
surface: (a) surface created by initial random weights, (b) predicted surface
from a trained neural network.
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Figure 3.43 Error histogram for the network output.
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normal with a mean around zero, indicating that the network has captured
the trend, leaving the unaccounted-for variance in output as noise.

The nonlinear surface in Figure 3.42 is generated by the combined
response of the two-dimensional logistic activation functions of the four
hidden neurons. Due to the adaptation of the free parameters (weights)
associated with each function, a unique configuration is assumed by these
functions in the input space in such a way that arbitrarily nonlinear
surfaces can be created by their combined response. For the same reason,
multilayer networks can form complex classification boundaries and in
the next example, the outcome of an MLP classification problem will be
visualized.

3.4.3.2 Example 2: Two-Dimensional Nonlinear Classification
Model

This example solves a two-dimensional classification of data requiring
complex nonlinear classification boundaries. Data shown in Figure 3.44
comprises three classes, each containing two clusters. Each class has 20
observations, producing a total of 60 observations. The data was sourced
from Neural Networks for Mathematica [15]. This problem was solved with
an MLP network with six hidden neurons using a logistic activation function.
Because there are three classes, three output nodes are required to represent
these classes. The output activation function is logistic; this is more suitable
than a linear function for classification, because a class is represented in the
output as either 0 or 1, with one indicating class membership and zero
indicating nonmembership. The task of the classifier is to sort the data into
three classes by creating appropriate boundaries. Learning involves
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Figure 3.44 Three classes of data with two clusters in each class. (From
Mathematica—Neural Networks, Wolfram Research, Champaign, IL, 2002.)
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controlling the form of the hidden neuron activation functions through
weight adjustment until the desired boundaries are created.

Figure 3.45 and Figure 3.46 show the performance of the developed
classifier superimposed on the data. In Figure 3.45, hidden neuron boundary
lines are superimposed on the data to show how learning has evolved
network weights in such a way that the boundary line of hidden neurons
has separated classes and clusters. Careful examination of the boundary
lines reveals that clusters belonging to classes have been properly identified.

A clearer view of classification can be seen in Figure 3.46, which illustrates
the classification boundaries produced by the output neurons whose
function is to combine the output of hidden neurons. The figure shows
more clearly the nonlinear classification boundaries crafted by the hidden
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Figure 3.45 Boundary lines of the six hidden neurons superimposed on data.
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Figure 3.46 Final nonlinear classification boundaries created by the network.
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neurons to accommodate clusters within classes. For example, the network
has correctly grouped clusters into appropriate classes, and the three classes
are distinctly separated from each other.

The surfaces generated by the network can explain how such complex
boundaries are formed. Recall that MLPs construct nonlinear surfaces or
functions of input data to predict the target outcome. With three output
neurons, there are three output surfaces, one for each neuron; they are
shown in Figure 3.47. The classification boundaries in Figure 3.46 are
obtained by passing a plane through the output of each neuron shown
in Figure 3.47 in such a way that it divides the output in half, and projecting
the resulting boundaries of the three neurons onto the input space.

Observing the output functions and the boundary lines for each neuron,
it can be noted in Figure 3.46 that neuron 1 represents the class indicated
by D, neuron 2 represents the class indicated by ,, and neuron 3 classifies
data belonging to the class denoted by -. There is a very small overlap
between the classes denoted by - and D. However, for the given data, this
is not an issue because there is no data in the overlapping region and
classification of the data will always be correct. However, if the overlap
must be removed, more data from this region must be generated and the
network retrained, in which case shape of at least the two affected output
functions will change to accommodate the new data and eliminate
the overlap.
Network classification accuracy. The classification error is defined by the
number of patterns that are wrongly classified, and can be visualized in a
three-dimensional bar graph with the number of patterns classified plotted
against the corresponding actual class and the predicted class for each
pattern. Figure 3.48 illustrates the progress at three instances during
training of the classifier. (Iteration is the same as epoch.) For correct
classification, actual and predicted classes must be the same. At the initial
stages of training (first plot), classification is not accurate; however, the
fully trained MLP classifier (last plot) works perfectly with zero
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Figure 3.47 Output function for each of the output neurons shown in the input
space.
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Figure 3.48 Progress of the MLP classifier for data belonging to three classes with
two clusters in each.
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classification error, indicated by the fact that there are no instances in which
the actual class and the predicted class differ, as depicted by off-diagonal
entries.

To this point, information processing in one-input and two-input MLPs
capable of one-dimensional and two-dimensional prediction or classification
have been studied. The concepts learned from these two cases can be
extended to networks with multiple inputs. The problem is that the logistic
functions become multidimensional and therefore cannot be visualized
graphically. However, it is possible to intuitively understand the whole
processof informationprocessingeven in thesenetworks,basedonanunder-
standing of data processing in one- and two-dimensional networks. As the
pattern of the formulation is now clear, it is possible to write the equations
with relative ease, as shown in the next section.

3.5 Multidimensional Data Modeling with
Nonlinear Multilayer Perceptron Networks

An MLP, in its most general form, can have many inputs and many outputs.
In the case of prediction, there is usually one output neuron; multiclass
classification requires more than one. There can be one or several hidden
layers and any number of hidden neurons in each layer. In the general case
where there are n inputs, m hidden neurons, and k output neurons, the
intermediate stages of processing within an MLP can be constructed as
follows.

The hidden neuron input uj and output yj of the j th neuron are

uj Z a0j C
Xn

iZ1

aijxi

yj Z f ðujÞ;

ð3:27Þ

where xi is the ith input, aij is the weight associated with the input i and
neuron j, a0j is the bias weight of hidden neuron j and f(uj) can be any
activation function that transforms uj into a hidden neuron output yj.

The weighted sum of inputs vk and the output zk of the kth output
neuron can be written as

vk Z b0k C
Xm
jZ1

bjkyj

zk Z f ðvkÞ;

ð3:28Þ

where m and k are the number of hidden neurons and output neurons,
respectively, b0k is the bias weight of output node k, bjk is the weight of the
connection between the jth hidden neuron and the kth output neuron, and
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f(vk) is the activation function of the kth output neuron, which transforms vk

into its final output.

3.6 Summary

This chapter covered an in-depth study of information processing in
multiple-layer perceptron networks. Specifically, nonlinear processing in
a single-input neuron with logistic activation function was examined, and it
was shown that the bias and the input-hidden weights alter the slope and
horizontal position, respectively, of the logistic function so that it assumes the
shape of the data. A single neuron with a logistic function can approximate
any monotonically changing trend in data. When there are reversals in the
trend of the data, more than one neuron is needed to take care of each of
these changes in trend. The training alters the slope and position of the
corresponding activation functions through changes in weights such that
they are located in the critical regions of the input space. Only the
performance of networks with logistic functions was specifically demon-
strated, but the concepts apply exactly to other functions as well.

The next chapter covers the ways in which networks learn to produce
the outcomes presented in this chapter. Learning involves adjusting weights
that control the configuration of activation functions in input space. Weights
are the free parameters or the degrees of freedom of a network, and these
free parameters are optimized through learning.

Problems

1. What does “nonlinear” refer to in nonlinear data analysis?
2. Discuss how nonlinear processing is incorporated into neurons. For

a single-input neuron, plot the input–output relationship mapped
by different activation functions.

3. What criteria are used in selecting an activation function? Comment
on the similarities or differences between activation functions.

4. What is an active region of an activation function and what is its
significance?

5. How does learning alter activation functions and what drives this
process?

6. What is a boundary point (or line) for an activation function and
what is its significance?

7. Explain in detail how nonlinear mapping is performed by the
network in Figure 3.22.

8. What is the difference between one-dimensional and multi-
dimensional input mapping in relation to internal workings of a
network?
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9. Select an input–output pair from the latter part of the square wave
depicted in Figure 3.21 and compute the output of the nonlinear
network in Figure 3.22 that approximates this function.

10. Draw the following three sigmoid functions for u ranging from K10
to 10on the sameplot and answer thequestions that follow regarding
the nature of these functions:

(i) logistic function: gðuÞZ
1

1CeKu

(ii) hðuÞZ2gðuÞK1Z
1KeKu

1CeKu

(iii) hyperbolic tangent: tanhðuÞZ
euKeKu

euCeKu

(a) Comment on the differences between these functions in
terms of the upper and lower bounds and slope.

(b) Compute the function values for uZK0.5 and uZ7.0.
11. For the logistic function yZg(aoCa1 x), analyze the following cases

for x ranging from K10 to 10:
(a) a0Z0/ Draw the function for a1Z0.1, 1, 3, K1 and calculate

the slope at the boundary point.
(b) a1Z1/ Draw the function a0Z0, K3, 6.
(c) a1Z0.2/ Plot the function and calculate the boundary point

for a0Z0, K3, 6.
12. Use a neural network software to train a multilayer network to

approximate the sine function (sin x) using one input neuron, five
hidden-layer neurons, and one output neuron. This should predict
sin(x) for a given value of x
(a) Extract 100 or more input–output pairs from the sine function.

Call this the target function (t).
(b) Train a network that predicts sin(x) from x.
(c) Extract weights (i.e., input-hidden neuron weights and

hidden-output neuron weights) from the software.
(d) Plot the hidden neuron output y and output neuron output z as

a function of x. Find the boundary point for each hidden
neuron output function and comment on the participation of
the hidden neurons in producing the output.

(e) Calculate the MSE for the network using the following formula:

MSE Z
1

2N

XN

iZ1

ðti K ziÞ
2

" #

where ti is the target output, zi is the network output for the ith
data point, and N is the number of data points.
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Chapter 4

Learning of Nonlinear
Patterns by Neural
Networks

4.1 Introduction and Overview

Multilayer networks can perform complex prediction and classification
tasks. Chapter 3 detailed examples of one-dimensional and two-dimen-
sional predictions involving highly nonlinear relationships as well as
nonlinear classification boundaries. Such complex approximations are
facilitated by nonlinear activation functions in hidden neurons whose
features are controlled by the weights of the networks. Learning involves the
simultaneous and incremental adjustment of these weights in such a way
that the activation functions gradually assume features that help collectively
approximate the desired response. In the process, the network prediction
error goes down incrementally until it falls below a specified error
threshold. This process is called training a network.

This chapter treats the concepts of learning in depth and illustrates them
in detail. Specifically, beginning with mean square error (MSE), it graphically
portrays the error surface in relation to the weights in order to define the
error minimization problem in Section 4.2. It looks deeply into the error
gradient with respect to each of the weights that are to be optimized, and, in
Section 4.2 and Section 4.3, examines how learning methods operate on
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these gradients. Specifically, it will examine several variants of gradient
descent, namely backpropagation, delta-bar-delta (or adaptive
learning rate), steepest descent, QuickProp, Gauss–Newton, and the
Levenberg–Marquardt (LM) learning methods. Backpropagation, delta-bar-
delta, and steepest descent are first-order error minimization methods based
solely on the gradient of the error surface. Gauss–Newton and LM learning
methods are second-order error minimization methods in which the gradient
descent concept is extended to include the curvature (second derivative) of
the error surface.

Each learning method is treated in detail with a hand calculation and a
computer experiment, and the methods are compared to one another to
ascertain their relative effectiveness. Specifically, backpropagation is
presented in Section 4.4, delta-bar-delta in Section 4.5, and steepest descent
in Section 4.6. The concept of second-order methods of error minimization
is presented in Section 4.7, in which QuickProp (Section 4.7.1), the
Gauss–Newton method (Section 4.7.3), and the LM method (Section 4.7.4)
are treated in detail. First-order and second-order error minimization
methods are compared in relation to the efficiency of error minimization in
Section 4.7.5, and convergence characteristics are discussed in Section 4.7.6.

4.2 Supervised Training of Networks for Nonlinear
Pattern Recognition

The training of feedforward networks such as the multilayer perceptron
(MLP) is supervised in that, for each input, the corresponding output is also
presented to the network. The initial weights are set at random. The
network processes each input vector and the network output is compared
with the desired or target output. Initially, the error would be large, due to
the random assignment of values to weights. The MSE, the most commonly
used error indicator, of the prediction over all the training patterns for a
network with one output neuron can be written as

E Z
1

2N

XN

i

ðti K ziÞ
2 ð4:1Þ

where E denotes MSE, ti and zi are the target and the predicted output for the
ith training pattern, and N is the total number of training patterns. The
division by 2 is a mathematical convenience and is conventionally used in
statistics, although in some disciplines it is not used. As illustrated in
Chapter 3, z depends on the output neuron activation function, as well all
of the outputs of the hidden neurons, which in turn depend on the
hidden-neuron activation functions and inputs.
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The best way to start probing into learning is to look at the features of the
error surface. Figure 4.1 shows the MSE surface generated in Chapter 2 for a
single neuron with bias weight w0 and weight w1. In this problem, there are
two parameters to be adjusted, w0 and w1, and the error surface shows the
amount of error that would result for each combination of w0 and w1. The
lowest point on the surface gives the optimumset ofweights, and the learning
challenge is to find the weights that produce the minimum error for the whole
training set. In a practical network, there are more than two weights, so it is
not possible to simultaneously visualize the error function with respect to all
weights; however, it is possible to visualize two weights at a time, and the
above concept would hold equally true for all of them. In linear regression,
the least square error method is used to directly obtain the coefficients of a
linear equation that minimize the error on a set of data. Unfortunately, for
highly nonlinear problems, there is no suchdirectmethod to find theweights,
and they must be established iteratively. Trying all of the possible
combinations of weights randomly would be prohibitively costly in time
and effort. The gradient descent approach is an efficient method to find the
bottom of the error surface more quickly during network training.

4.3 Gradient Descent and Error Minimization

Gradient descent, as the name implies, uses the error gradient to descend
the error surface. Here, the gradient is the slope of the error surface, which
indicates how sensitive the error is to changes in the weights; this sensitivity
can be exploited to incrementally guide the changes in the weights towards
the optimum. Starting with random values for the weights, this method finds

0 0.5 1 1.5 2

w0

0
0.5

1
1.5

w1

0

5
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15

Square error•

w1

w0•

w1
optw0

opt

Figure 4.1 A two-dimensional error surface with respect to weights w0 and w1

and slope of error surface.
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the slope of the error surface at these weights. For example, the up-arrow in
Figure 4.1 shows the slope at a point on the error surface. The gradient
descent method proposes to change the weights in the direction in which
the error decreases most rapidly, i.e., in the opposite direction to the
gradient, as shown by the down arrow in Figure 4.1. By continuing to do this
iteratively, the bottom of the error surface will eventually be reached, and
the optimum set of weights will be found. This is illustrated in Figure 4.2,
in which a slice through the error function along one weight is shown for
clarity. This shows how the error changes with one weight. If the starting
point on the error surface is at 1, the slope is negative, as shown, and the
value of the weight needs to be increased to reach the optimum. If the
current point is at 2, the slope is positive and the weight has to be decreased.
If the current point is at 3, the slope is positive, but the weight is still far too
large and has to be decreased.

It is first necessary to find the slope of the error surface. Then it is
necessary to know how much to go down the error surface and exactly how
the weights should be adjusted after each iteration. The methods that are
used to adjust the weights are called learning rules, and this chapter will
spend a great deal of time exploring these issues. Other issues to be
addressed in this chapter include when to stop training and what governs
this decision; whether the solution (i.e., weights) are suboptimal; and how
good the final model is and how to assess its goodness of fit.

4.4 Backpropagation Learning

The error derivative, or the slope of the error surface in relation to weights, is
crucial to the adjustment of the weights. During the training of a network,
such as the one shown in Figure 4.3, all of the output and hidden-neuron

w

1 2

3

wopt w2 w3

Square error

w1

Figure 4.2 A slice through the error surface at three values of a weight.
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weights must be adjusted simultaneously. Therefore, it is necessary to find
the error derivative with respect to all these weights. Denote the derivative
with respect to output node weights by vE/vb, and the derivatives with
respect to the hidden node weights by vE/va. Since E is not directly linked to
b and a, the concept of chain rule is used that finds the derivatives when the
link from the error E to a weight is not direct by following through
the associations one by one. Chapter 2 illustrated that E is linked to z (the
network output) and z is related to v (the weighted sum of hidden-neuron
outputs y), which in turn depends on the weights b. So it is possible to use
the chain rule of differentiation to obtain the vE/vb. Then, v is also related to
y (the hidden-node output), which links the inputs and the input-hidden
neuron weights, a. Thus it is possible to follow this chain of association from
E, z, v, y to the inputs to obtain vE/va. This concept is called
backpropagation, and was first proposed by Werbos [1] and later by
Rumelhart [2,3].

4.4.1 Example: Backpropagation Training—A Hand
Computation

This section includes an example to familiarize the reader with the training
and derive error gradients for a simple one-input, one-output network with
one hidden neuron using a logistic activation function; the network is
shown in Figure 4.4a. The function to be approximated is the first quarter
of the sine wave, shown in Figure 4.4b. Two input–output pairs
{(0.7853, 0.707) and (1.57, 1.0)} were chosen from Figure 4.4b. (Note that
this example is continued from here to the end of the chapter in various
sections, as appropriate, to highlight relevant aspects of the discussion.)

Once the network configuration has been decided, the first step in
training is to initialize the weights to random values. The random initial
values chosen for this problem are given in Table 4.1, along with the input x
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Figure 4.3 Multilayer perceptron and weights (free parameters) to be adapted.
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and target t. Then an input value is presented to the network and a forward
pass of the input is made. The order of this process is to first determine u
(the weighted sum of the inputs to the hidden neurons) and to transform this
to y, the hidden-neuron output. Next, the weighted sum of inputs, v, to
output neuron is calculated and transformed to z, which completes the
forward pass. At this point, the target output is presented to the network and
the MSE is calculated.

Following the forward pass to determine the network output for
xZ0.7853, tZ0.707:

u Z a0 C a1x Z 0:3 C 0:2ð0:7853Þ Z 0:457

y Z
1

1 C eK u Z
1

1 C eK ð0:457Þ
Z 0:612

v Z b0 C b1y ZK0:1 C 0:4ð0:612Þ Z 0:143

z Z
1

1 C eK v Z
1

1 C eK ð0:143Þ
Z 0:536:

The predicted output z and target t are not equal, so there is a
prediction error, which can be represented by the square error. For the

(b) 0.2 0.4 0.6 0.8 1 1.2 1.4
x
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a1 b1

b0

Σ Σ (⋅)f (⋅)

Figure 4.4 A network training example: (a) simple one-input, one-output, and
one-hidden-neuron networks, (b) first quarter of sine wave to be approximated.

Table 4.1 Initial Weights and Two Example Input–Output Patterns (x, t)

a0 a1 b0 b1 x t

0.3 0.2 K0.1 0.4 0.7853 0.707

1.571 1.00
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single input–output pair of {x, t} this is

E Z
1

2
ðzK tÞ2; ð4:2Þ

where z is the network output and t is the target, or desired output. Note that
(zKt) is used instead of (tKz). There is no real effect in this change other
than the convenience of not having to carry a minus sign later in the
calculation. For the given value of tZ0.707, the error function E with
respect to z is quadratic, with a minimum at the point where zZ tZ0.707,
as shown in Figure. 4.5.

For the example problem, the square error is

E Z
1

2
0:536K 0:707
� �2 Z 0:0146:

In fact, Equation 4.2 can be expanded by substituting for z, which
requires v, which in turn involves, y, u, and x (see the expressions used
above for the hand calculations) to express the square error for the input–
output pair {x, t} as a function of the weights. The output z and E expressed
this way are

z Z
1

1 C e

Kðb0Cb1Þ
1

1 C eKða0Ca1xÞ

( )

E Z
1

2

1

1 C e

Kðb0Cb1Þ
1

1 C eKða0Ca1xÞ

( )K t

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

2

:

ð4:3Þ
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Figure 4.5 The square error as a function of network output z.
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The first part of Equation 4.3 is the output z as a function of the weights
(the free parameters) to be estimated and the input. This is called the neural
network model, and it defines the form of the relationship between the
output and the input. From this, the input–output relationship can be further
investigated. This will be done later in the chapter. In the second part of
Equation 4.3, z is substituted into Equation 4.2 to express the error as a
function of the weights and the input. From this, it is possible to ascertain
how sensitive the error is to each of the free parameters. It is this sensitivity
(error derivative or gradient) that is used in gradient descent learning which
will now be explored in detail.

4.4.1.1 Error Gradient with Respect to Output Neuron Weights

According to the chain rule, the error derivative for any hidden-output
weight b is

vE

vb
Z

vE

vz
:
vz

vv
:
vv

vb
; ð4:4Þ

which consists of three parts. First is the partial derivative of the error with
respect to the network output, second is the partial derivative of z with
respect to the weighted sum, v, of the inputs to the output neuron, and third
is the partial derivative of v with respect to the hidden-output weight b. This
section will now examine each of these terms, following the approach used
by Smith [4].

Continuing with the original format of the error and differentiating E with
respect to z yields

vE

vz
Z zK t; ð4:5Þ

which highlights the reason for using 0.5 in the error formulation and (zKt)
for error, which avoids the necessity of carrying a minus sign.

For the example problem

vE

vz
Z zK t Z 0:536K 0:707 ZK0:171:

The vE/vz is basically the slope of this error surface with respect to the
network output, i.e., the sensitivity of the error to the network output, as can
be depicted by a tangent drawn at a point on the error surface, shown in
Figure 4.6. As illustrated, the slope is negative at this point of z.

The second derivative vz/vv is the slope (derivative) of the activation
function used in the output neuron, and is illustrated for the logistic function
in Figure 4.7. This indicates the sensitivity of z to any changes in the
weighted sum, v, of inputs to the output neuron. As stated in Chapter 3, the
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steepest slope of the logistic function is equal to 0.25 at the boundary point,
where zZ0.5. The slope increases continuously up to the boundary point
and then slowly decreases, reaching zero again at the upper bound.

The derivative of the sigmoid can be obtained in the standard way as
follows:

z Z
1

1 C eK v

z 0ðvÞ Z
vz

vv
ZK

eK vðK1Þ

ð1 C eKvÞK2 Z
eK v

ð1 C eK vÞK2 :

ð4:6Þ

A graph of the derivative z 0(v) is presented in Figure 4.8, which depicts a
Gaussian curve. The largest derivative is at v Z0, which is the
boundary point.
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Figure 4.6 vE/vz with respect to z.
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Figure 4.7 Illustration of the network output gradient vz/vv.
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However, 1CeKv Z1=z and eKv Z
1

z
K1Z

1Kz

z
. Substituting these into

the above equation:

vz

vv
Z

ð1K zÞ=z

1=z2 Z z ð1K zÞ: ð4:7Þ

The third derivative is vv/vb, which indicates the sensitivity of the
weighted sum of the inputs v to any changes in the output neuron weights.
There are two weights, b0 and b1. Because

v Z b0 C b1y; ð4:8Þ

vv

vb1

Z y

vv

vb0

Z 1:

ð4:9Þ

Thus, the derivative depends on the weight, whether it is the bias or the
hidden-output neuron weight.

Now that all three derivative components have been obtained, the
required error derivative with respect to the two weights can be presented as

vE

vb0

Z ðzK tÞz ð1K zÞ Z p

vE

vb1

Z ðzK tÞz ð1K zÞ y Z py:

ð4:10Þ

The symbol p is used in the equation in subsequent calculations for
simplicity, as it was used by Smith [4].
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Figure 4.8 Derivative vz/vv.
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Example problem continued (see Section 4.4.1). For the example
problem (zZ0.536, tZ0.707, yZ0.612)

vE

vb0

Z ðzK tÞz ð1K zÞ Z p Z ð0:536K 0:707Þ ð0:536Þ ð1K 0:536Þ ZK0:042

vE

vb1

Z py Z ðK0:042Þ ð0:6120Þ ZK0:026:

A graphical illustration of the square error surface (Equation 4.3)
with respect b0 and b1 is presented in Figure 4.9 with the current weights
(b0ZK0.1 and b1Z0.4) and resultant error gradient denoted on the
surface. For this graph, the current input xZ0.7853, the target output
tZ0.707, and the input-hidden weights of a0Z0.3 and a1Z0.2. The
optimum weights seem to be further down from this point. By taking a
slice of the error surface at these fixed values of b0 and b1 separately, as
shown in Figure 4.10 and Figure 4.11, it can be seen that the gradients
just calculated are indeed negative at this location on the surface. The
error curve is more nonlinear with respect to b0 than b1.

4.4.1.2 The Error Gradient with Respect to the
Hidden-Neuron Weights

The required derivatives here are vE/va0 and vE/va1. Again, there is no
direct link, so the chain rule must be used. Starting from the error, this
derivative can be formulated as

vE

va
Z

vE

vz
$

vz

vv
$

vv

vy


 �
$

vy

vu
$

vu

va
ð4:11Þ
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Figure 4.9 The square error surface with respect to b0 and b1.
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where a is either a0 or a1. It can be seen that in this formulation, the chain
rule is extended far back to the input. This section will again examine these
components separately.

The set of derivatives within brackets in Equation 4.11 is vE/vy. The first
two derivatives of this set are already known as p, and only the last
component, which indicate the sensitivity of the weighted sum of the inputs,
v, to the changes in the hidden-neuron output, is required. This can be easily
calculated because vZb0Cb1 y, resulting in

vv

vy
Z b1: ð4:12Þ
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Figure 4.10 The square error with respect to b0 depicted on a slice through the
error surface at b1Z0.4.
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Figure 4.11 The square error with respect to b1 depicted on a slice through the
error surface at b0ZL0.1.
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Substituting the three derivatives for the bracketed expression in
Equation 4.11

vE

vy
Z

vE

vz
$

vz

vv
$

vv

vy
Z pb1 ð4:13Þ

The second component of vE/va is vE/vu, which is simply the derivative
of the hidden-neuron logistic function with respect to the weighted sum of
the inputs to the hidden neuron. This component is analogous to the
previous derivation of the derivative of the output neuron logistic function,
and can be written as

vy

vu
Z yð1K yÞ; ð4:14Þ

where y is the hidden-neuron output. The last component is vu/va, and it
depends on the type of weight considered. Because uZa0Ca1x:

vu

va1

Z x

vu

va0

Z 1

ð4:15Þ

Putting the three components together yields the error derivatives for the
bias and the input-hidden-neuron weights as

vE

va1

Z pb1 yð1K yÞx Z qx

vE

va0

Z pb1 yð1K yÞ Z q:

ð4:16Þ

Again for simplicity, the symbol q has been used to represent pb1 y (1Ky).

Example problem continued (see Section 4.4.1 and Section 4.4.1.1). For
this example problem (pZK0.042, b1Z0.4, yZ0.612, xZ0.7853)

vE

va0

Z pb1yð1K yÞ Z q Z ðK0:042Þð0:4Þð0:612Þð1K 0:612Þ ZK0:004

vE

va1

Z pb1yð1K yÞx Z qx Z ðK0:004Þð0:7853Þ ZK0:00314:

The square error surface with respect a0 and a1 and the gradient at
current weights for the given x and t and the given hidden-output weights of
b0ZK0.1 and b1Z0.4 is shown in Figure 4.12. Slices of the error surface
taken at the current weights (a0Z0.3 and a1Z0.2) are presented in
Figure 4.13 and Figure 4.14. The figures show that the gradients are indeed
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negative, and that there is quite a distance to traverse down the error surface
to reach the optimum values for a0 and a1, for which the error is at
a minimum.

Repeating the procedure for the second input–output pair {x, t}Z(1.571,
1.00) yields the following values for the gradients:

vE

va0

ZK0:0104

vE

va1

ZK0:0163

vE

vb0

ZK0:1143

vE

vb1

ZK0:0742:

The output and square error are

z Z 0:5398

Square error E Z 0:1059: ðfrom Equation 4:2Þ

The MSE for the two patterns are (0.0146C0.1059)/2Z0.0602.
The error derivatives with respect to all the weights that must undergo

transformation during training have now been obtained for two
examples. These are a0, a1, b0, and b1, and their respective error derivatives
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Figure 4.12 The square error surface with respect to a0 and a1.
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are vE/va0, vE/va1, vE/vb0, and vE/vb1. With these, it is now possible to
apply the learning rules to modify the weights in the next section.

4.4.1.3 Application of Gradient Descent in Backpropagation
Learning

The error gradients derived in the previous section are the components of
the total derivative at a point on the error surface, with respect to each of
the individual weights that define the error surface. Gradient descent
dictates that the error should be minimized in the direction of the steepest
descent, indicated by the opposite direction to the previously calculated
gradients; to accomplish an incremental adjustment of all of the weights,
this must be done simultaneously with each gradient. This can be done in
two ways: example-by-example or on-line learning, in which the weights

0.2 0.4 0.6 0.8 1

0.0125

0.0135

0.014

0.0145

0.015 ∂a1

∂E

Square error

a1

Figure 4.14 The square error with respect to weight a1 for a0Z0.3.
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Figure 4.13 The square error with respect to weight a0 for a1Z0.2.
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are adjusted after every training pattern; and batch or off-line learning, in
which learning (i.e., weight adjustment) occurs after all of the training
examples have been presented to the network once.

The most widely used method is batch learning, in which learning
happens in such a way that the overall error with respect to the whole
training set decreases incrementally in an average sense, whereas in
example-by-example learning, the network learns to minimize error for
every example. For complex problems, this may lead to oscillations or
instability, and could take longer than batch learning to arrive at the
optimum weight values. Both approaches will be treated here.

4.4.1.4 Batch Learning

Because batch learning involves learning after the whole training set has
been presented to the network, it is necessary to store the gradients for all
of the examples, and to find the average or the resultant gradient after the
whole set has been processed. The error is minimized in the direction of
the descent indicated by this resultant gradient. To highlight how this
method works, imagine a slice of the error surface along one weight axis.
Then imagine presenting one training example and calculating the square
error E and the gradient vE/vw for this weight. The w can be either a
hidden or an output neuron weight. Now present the next training
example, calculate E, find the gradient, and repeat this process for
all examples.

Because the square error varies with the input, as shown in Equation 4.3,
there is a new error surface, corresponding new values of error, and
gradients for each training pattern for the weights at their current locations.
This is illustrated in Figure 4.15a for a few hypothetical input patterns, in
which the complete error curves for two input patterns are shown (for
clarity, those for the other patterns are not shown). The gradients vE/vw are
denoted by short arrows. All the gradients thus obtained for an epoch are
shown in Figure 4.15b, in which the length of the arrow indicates the
magnitude and the arrow head indicates the direction (C or K) of the error
gradient with respect to the weight at the current location. The total of all
the gradients is shown as a dashed arrow in Figure 4.15b, and
represents the average sensitivity of the error to changes in this one weight
for the whole training set. This total gradient, dm, for epoch m (note that an
epoch is one pass of the whole training set), can be presented
mathematically as

dm Z
XN

nZ1

vE

vwm

� �
n

; ð4:17Þ
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which is basically the sum of the gradient for each of the n examples of the
mth epoch and the result is the gradient for the mth epoch.

Now imagine that the same has been done for another weight by taking a
slice of the error surface with respect to this second weight and determining
the resultant gradient. Recall that the magnitude of the error for each input
pattern is the same for all weights at the current location because this
process is slicing a multidimensional error surface. Denote the two weights
by w0 and w1. Placing these two average gradients, vE/vw0 and vE/vw1, at
the appropriate point on the error surface shows these mutually
perpendicular gradients, as seen in Figure 4.16. Because the gradient is
being used for the whole batch, the error curve in the figure represents the
MSE, which is the average error across all of the training patterns,
represented as

E Z
1

2N

XN

i

ðti K ziÞ
2: ð4:18Þ

Therefore, when the error is minimized using the batch gradient, this
method minimizes the MSE over the whole training set. The overall or the
resultant gradient, vE/vW, of the two batch gradients is shown by the
diagonal arrow in Figure 4.16. Its length is the magnitude of the resultant,
and the head indicates the direction of the slope. This is the gradient used in
the gradient descent method for batch learning. It is necessary to move in
the opposite direction from this arrow, as indicated in Figure 4.16, which
will be the direction of the steepest descent. It can be seen that during
descent of the slope, the two weights decrease in magnitude in search of the

w

E

(a) (b)

E

dm

∂W
∂E

Figure 4.15 An error gradient with respect to one weight: (a) gradient for several
input patterns with error curves for only two input patterns illustrated, and
(b) gradient for the whole training set and total derivative dm (dashed arrow) for
epoch m.
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bottom of the error surface. The question is how far to descend in this
direction; this is controlled by the learning rate, 3.

4.4.1.5 Learning Rate and Weight Update

The learning rate indicates how far in the direction of steepest descent the
weights must be shifted per epoch. For example, if 3 is 1.0, the distance of
the descent will be equal to the total arrow length of the resultant gradient;
after this descent, the new weights will be calculated before the next batch is
presented. For practical problems in which the error surface is generally
more nonlinear than that in Figure 4.16, a smaller learning rate must be used
to slowly and smoothly guide the descent towards the optimum weights;
therefore, 3 is normally between 0 and 1, and indicates the proportion of
the arrow length that will be traversed in the direction of the deepest
descent. If the new increment of a weight after the epoch m is denoted by
Dwm, the new weight for the epoch mC1, wmC1, can be presented as

wmC1 Z wm C Dwm

Dwm ZK3dm;
ð4:19Þ

where a (K) sign indicates the descent, and 3dm represents the distance of
the descent as a portion of the gradient, dm, for the epoch.

Now that the method has been explained, this section will address the
question of what the optimum learning rate should be. This depends on
the problem and there is unfortunately no direct way to set it other than
trial and error. Basically, the optimum learning rate should decrease the
error as quickly as possible while guiding the process smoothly down the
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Figure 4.16 An error gradient with respect to two weights, resultant gradient and
direction of steepest descent.
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error surface, as shown in Figure 4.17 on a slice of the error surface taken
through a weight axis. In the figure, the vertical step is the amount of
error reduction during each epoch, and the horizontal step is the
corresponding adjustment of the weight. Because the actual error surface
is multidimensional in weights and because there is an error surface for
each input pattern, it is not possible to construct the average error
surface, although it can be thought of conceptually. Thus, in order to find
the optimum learning rate, it is necessary to understand the effect of sub-
optimal learning rates, i.e., the effect of a too-small or too-large learning
rate on an average error surface.

Figure 4.18 shows the effect of a large learning rate. It shows that the
error may initially decrease, but due to the large learning rate, the weight
increments may also be so large that the global minimum of the error surface
may either be reached after a long time or the solution may oscillate around
the minimum and never reach it. Too-large a learning rate could never reach

MSE

w

Figure 4.17 The optimal learning rate for efficient error minimization.

w

MSE

Figure 4.18 The effect of a high learning rate on learning.
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the global minimum if the weight increment is large enough to throw the
new weights to the wing of the error surface, as demonstrated in Figure 4.19.
Because the gradient is so small or closer to zero in this region, there may
not be a large enough weight increment to push it to the steeper regions,
and as a result, learning may halt [4].

Example problem continued (see Section 4.4.1 and Section 4.4.1.2).
Returning to the two-example problem to adjust the weights after the first
epoch, this section will continue with the gradients calculated in Section
4.4.1.3 and the assumed learning rate 3Z0.1.

Epoch 1. The sum of error gradients is

da0
1 Z

P vE

va0

ZK0:004K 0:0104 ZK0:0144

da1
1 Z

P vE

va1

ZK0:00314K 0:0163 ZK0:01944

db0
1 Z

P vE

vb0

ZK0:042K 0:1143 ZK0:1563

db1
1 Z

P vE

vb1

ZK0:026K 0:0742 ZK0:1002:

The weight change after the first epoch is

Da0 ZK3da0
1 ZK0:1ðK0:0144Þ Z 0:00144:

The new value of the bias weight carried forward to epoch 2 is

a2
0 Z a0 C Da0 Z 0:3 C 0:00144 Z 0:30144:

w

MSE

Figure 4.19 The effect of too high a learning rate on learning.

132 & Neural Networks for Applied Sciences and Engineering



Similarly, the new values for a1, b0, and b1 can be determined as

a2
1 Z a1 C Da1 Z a1K 3da1

1 Z 0:2K ð0:1ÞðK0:01944Þ Z 0:2019

b2
0 Z b0 C Db0 Z b0K 3db0

1 ZK0:1K ð0:1ÞðK0:1563Þ ZK0:0844

b2
1 Z b1 C Db1 Z b1K 3db1

1 Z 0:4K ð0:1ÞðK0:1002Þ Z 0:410:

Thus, the new adjusted weights after epoch 1 are

a2
0 Z 0:3014

a2
1 Z 0:2019

b2
0 ZK0:0844

b2
1 Z 0:410:

These new weights are used to calculate the network output for the next
epoch and the process is repeated until the error decreases to an acceptable
level, or until the network output reaches the target value. The square error
from Equation 4.2 for the two patterns and the MSE after epoch 1 with the
new weights are

which is smaller than the initial MSE of 0.0602.

Epoch 2. Using the above weights, the average error gradient was
calculated using the same procedure; it was found to be

da0
2 Z

P vE

va0

ZK0:00399K 0:0105 ZK0:01449

da1
2

P vE

va1

ZK0:00312K 0:0165 ZK0:0196

db0
2 Z

P vE

vb0

ZK0:04106K 0:1127 ZK0:1538

db1
2 Z

P vE

vb1

ZK0:0251K 0:0732 ZK0:0983;
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and the weight changes and new weights after epoch 2 are

Da2
0 Z 0:00145 a3

0 Z 0:3029

Da2
1 Z 0:00196 a3

1 Z 0:2039

Db2
0 Z 0:01538 b3

0 ZK0:069

Db2
1 Z 0:00983 b3

1 Z 0:4198:

The total error for the two patterns is

MSE Z ð0:0128 C 0:10085Þ=2 Z 0:0568;

which is smaller than that after the first epoch. The above results may be
verified by repeating the process followed in epoch 1.

4.4.1.6 Example-by-Example (Online) Learning

The previous example illustrated the weight change after two epochs with a
sample of two training patterns. It is also possible to change the weights
after each presentation of a training pattern. By changing the weights after
each pattern, they could bounce back and forth with each iteration, possibly
resulting in a substantial amount of wasted time. This happens because the
training examples are randomized and therefore the next example could be
from anywhere in the input–output space, requiring random changes to the
weights, which might offset the changes already made to the weights. For
some problems, this method may yield effective results [5] and it may be the
most suitable method for online learning, in which learning or updating is
required as and when data arrives in real time. However, for complex
mapping problems, the random movement of weights may cause instability
problems [4].

The random oscillation of the weights can be minimized by batch
training, in which weight adjustment is based on the total error derivative
over the whole training set as described in the previous two sections. This
allows for weight changes that are correct on average, and the error over the
whole training set decreases in an average sense. This section does not
include a hand calculation of example-by-example learning, but the reader
is encouraged to try the method on the two-input patterns and to compare
the difference between batch and example-by-example learning. Another
averaging method, called momentum, will be discussed next.

4.4.1.7 Momentum

As illustrated in Section 4.4.1.5 and Section 4.4.1.6, batch learning using MSE
helps to improve the stability in the gradient descent approach in its search
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for optimum weights. Momentum is another averaging approach that
provides stability when reaching the optimum weights during learning
[4,14], and can be very useful for some problems, especially in online
learning. This method basically tags the average of the past weight changes
onto the new weight increment at every weight change, thereby smoothing
out the net weight change. Recall that batch learning used the sum of current
error derivatives to compute the current weight increment. The idea behind
momentum is to use the exponential average of all of the previous weight
changes to guide the current change. This is presented mathematically in
Equation 4.20:

Dwm Z mDwmK1K ð1K mÞ3dw
m; ð4:20Þ

where m is a momentum parameter that should be between 0 and 1, and
DwmK1 is the previous weight change during the preceding epoch.
Therefore, m indicates the relative importance of the past weight change on
the new weight increment, Dwm. The second term on the right contains the
usual amount of weight change for epoch m, considering the current total
derivative alone for the weight w, dw

m. However, it is now weighted by
(1Km), indicating the amount of influence it has on the proposed weight
change (Dwm) relative to that of the past change. Thus, the current gradient
and the past weight change together decide how much the new weight
increment will be. For example, if m is equal to 0, momentum does not
apply at all, and the past history has no place. If it is equal to 1, the current
change is totally based on the past change. Values of m between 0 and 1
result in a combined response to weight change. However, note that the
influence of the past weight change incorporates that of all previous
weight changes as well, because Equation 4.20 is recursive in that each
previous weight change would depend on the change prior to that, all the
way back to the first change, as shown below:

Dwm Z mDwmK1K ð1K mÞ3dw
m

DwmK1 Z mDwmK2K ð1K mÞ3dw
mK1

DwmK2 Z mDwmK3K ð1K mÞ3dw
mK2;

$

$

Dw1 Z ð1K mÞ3dw
1 :

ð4:21Þ

By recursively substituting the relevant Dw components in each of the
above equations up to the first one, the past weight change DwmK1 can be
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expressed as

DwmK1 Z mmK1ð1K mÞ3dw
1 K mmK2ð1K mÞ3dw

2 K mmK3ð1K mÞ3dw
3

K/K mð1K mÞ3dw
mK1: ð4:22Þ

Thus, with momentum, all of the past weight changes are exponentially
averaged with the current required change. The recent weight changes
influence the current weight update much more than the very distant
changes. For example, the proportion of the influence of the weight change
in the epoch mK1 to that of epoch 1 is mmK1:m. Momentum can be used with
both batch and online learning. In batch learning, it can provide further
stability to the gradient descent.Momentumcanbe especially useful in online
learning to minimize oscillations in error after the presentation of
each pattern.

Example problem continued (see Section 4.4.1 and Section 4.4.1.5). This
section will now return to the practical example to apply momentum. Using
the previously calculated weight changes after the first epoch {0.00144,
0.00194, 0.01563, 0.01002} and the gradients for epoch 2 presented in
Section 4.4.1.5, the new weights for epoch 2 obtained for 3Z0.1 and mZ
0.5, for example, would be

Da2
0 Z mDa1

0K ð1K mÞ3da0
2

Da2
0 Z 0:5ð0:00144ÞK ð1K 0:5Þð0:1ÞðK0:01449Þ Z 0:00144:

Similarly

Da2
1 Z 0:5ð0:00194ÞK ð1K 0:5Þð0:1ÞðK0:0196Þ Z 0:00195

Db2
0 Z 0:5ð0:01563ÞK ð1K 0:5Þð0:1ÞðK0:1538Þ Z 0:0155

Db2
1 Z 0:5ð0:01002ÞK ð1K 0:5Þð0:1ÞðK0:0983Þ Z 0:00992:

The new weights after the momentum-based adjustment will be

a3
0 Z a2

0 C Da2
0 Z 0:30144 C 0:00144 Z 0:3029

a3
0 Z a2

1 C Da2
1 Z 0:2019 C 0:00195 Z 0:2038

b3
0 Z b2

0 C Db2
0 ZK0:0844 C 0:0155 ZK0:0689

b3
1 Z b2

1 C Db2
1 Z 0:410 C 0:00992 Z 0:4199:

The MSE from Equation 4.18 for the two patterns is now

MSE Z ð0:0128 C 0:1008Þ=2 Z 0:0564;

which is slightly smaller than the MSE after the second weight update
(0.0568) without momentum.
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In practical terms, momentum stabilizes the learning process. Basically, if
the previous cumulative change has been in the same direction as suggested
by the current direction, momentum accelerates the current weight change
(hence the name momentum) and if the previous cumulative change has
been in the opposite direction, it dampens the current change. This is
particularly useful for error surfaces on which the optimum weights are at
the bottom of a ravine that has steep sides and a flat floor, as shown in
Figure 4.20 [4].

When the search path is partway down a side of the ravine, the
direction of steepest descent points across the ravine, whereas
the optimum weights lie almost perpendicular to it, in the direction of
the ravine. Even batch averaging may not solve this, because the search
path could still oscillate, jumping back and forth across the ravine until it
hits the floor and then slowly find its way towards the optimum.
Momentum can help quickly subdue the oscillations and slowly guide the
search down the steep slopes until the optimum weights are reached with
minimum oscillation. This is possible because, as the search jumps back
and forth across the ravine, the required weight changes have alternating
signs, thus averaging out to a small actual weight change during an epoch,
which allows the network to settle down to the bottom of the ravine where
it can accelerate, picking up momentum in the flatter region and
periodically cruising up the side of the ravine. However, it will be
squashed again due to the alternating signs of the required weight change,
producing small actual changes.

Smith [4] states that such error surfaces, in which the optimum weights
lie in a ravine whose floor becomes gradually flatter and flatter, are not

MSE

W1

W2

Figure 4.20 A steep error surface in the form of a ravine requiring stabilized
descent.
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uncommon in practice. Thus, momentum can be useful in some cases.
However, it can be detrimental in cases in which the error surface takes
the shape of a bowl. In this case, by the time the search approaches the
bottom of the bowl, the process has accumulated enough momentum to
push the search path off to the other side of the bowl, where it would
turn back and return to the other side; it would oscillate in this
fashion indefinitely.

So far, the mechanism behind backpropagation learning has been
presented. Specifically, this chapter has examined the learning rate that
controls the step size along the steepest descent. Weights are adjusted by
adding this portion of the weight increment to the previous weight. Training
can use either example-by-example or batch learning. Example-by-example
learning may lead to oscillations and wasted time in some situations, which
can be prevented by averaging. Batch learning and momentum are two
such methods.

In batch learning, the error derivative of a weight during an epoch is
summed over all of the training patterns to produce a weight change that is
correct on average. The momentum, in contrast, exponentially averages all
of the previous weight increments and tugs it to the current required weight
change to produce a final weight change that is stable enough to facilitate
even a descent down an error surface resembling a ravine to reach its
minimum. Batch learning and momentum can be combined in such a way
that the learning rate and momentum apply to epoch-based gradients and
weight changes, respectively. Batch learning with or without momentum is
the preferred method when error backpropagation learning is used.
Momentum could provide stability in online learning; however, it should
be used with caution, as it could lead to large oscillations when the error
surface is a smoothly shaped bowl.

4.4.2 Example: Backpropagation Learning Computer
Experiment

Illustration of the effect of the learning rate and momentum. In the previous
example started in Section 4.4.1, a small neural network with one input, one
output, and one hidden neuron was trained by hand, using two training
patterns from the first quarter of the sine function. Here, the same network
and the same function will be used, but more input–output examples will be
added to the existing two to allow for a computer experiment to find out the
effect of the learning rate and the momentum. Figure 4.21 shows the data; 12
input–output patterns are now being used.

The weights will be initialized with the same random values used earlier
for this example: a0Z0.3, a1Z0.2, b0ZK0.1, b1Z0.4. The network
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approximation of the target output with the initial weights is shown as a
solid line in Figure 4.22, and it is extremely poor.

The network was first trained by varying the momentum while the
learning rate was held constant at 0.1. The error reduction as the training
progresses in each of these cases is shown in Figure 4.23. One example is
also given in which the learning rate has increased to 0.2, with a momentum
of 0.9. Recall that momentum exponentially averages all of the past weight
changes, and that if the direction of the average past changes and the current
suggested direction are the same, momentum allows for rapid changes, but
that if they are different (i.e., when oscillating around a minimum in the
error surface), it dampens the rate of weight change.

Figure 4.23 shows that the momentum has a significant effect on the
network performance, indicated by the behavior of the mean error and
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Figure 4.21 Training data for backpropagation.
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Figure 4.22 Initial network performance superimposed on training data.
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the minimum mean error reached. For the learning rate of 0.1, a momentum
of 0.9 gives the best performance, and 0.1 gives the worst performance. This
is because this problem is simple, and with a smaller learning rate high
momentum can be used. The dashed line shows that increasing the learning
rate further to 0.2 with momentum held at 0.9 has a drastic effect, with very
large oscillations that take the error far beyond the scale of the y-axis. For
this example, a learning rate and momentum of 0.1 and 0.9 provide the best
solution. In Figure 4.24, further trials around this best parameter set are
made to study the effect of changing the learning rate for a constant
momentum of 0.9. From this figure it is evident that the original learning
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0.1, 0.1

Learning rate,
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Figure 4.23 The effect of momentum on learning.
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Figure 4.24 The effect of learning rate on error.
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parameter set of 0.1 and 0.9 for the learning rate and momentum,
respectively, is still the best.

Figure 4.25 shows the trained network performance for the three
momentum values of 0.1, 0.5, and 0.9 for a learning rate of 0.1. It shows that
a momentum of 0.9 is the best, but that between 0.5 and 0.9, there is only a
slight change in the model.

So far, a simple one-input, one-hidden neuron, and one-output
network has been used to derive the formulae for the gradients and
to illustrate the concepts of learning. A similar approach applies to
any network configuration; in the following section these formulae are
derived for networkswithmany inputs, hiddenneurons, andoutput neurons.

4.4.3 Single-Input Single-Output Network with
Multiple Hidden Neurons

A network with multiple hidden neurons can approximate any nonlinear
function of one input variable. Two such examples are presented in
Chapter 3, Section 3.3.2. These involve modeling a square wave and seasonal
species migration requiring two or more hidden neurons. The formulae
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Figure 4.25 Network output superimposed on data for learning rate of 0.1: (a)
momentumZ0.1, (b) momentumZ0.5, and (c) momentumZ0.9.
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derived in the previous section can be easily extended to this and to more
general cases. For this particular case, there are as many hidden-output
weights as there are hidden neurons, as shown in Figure 4.26, and derivatives
must be computed for each of these. Analogous to the one-hidden neuron
case, these can be derived as follows:

vE

vb0

Z p Z ðzK tÞzð1K zÞ

vE

vb1

Z py1;
vE

vb2

Z py2; .;
vE

vbn

Z pyn;

ð4:23Þ

where y1, ., yn are hidden-neuron outputs. Similarly, the error gradient with
respect to the hidden-neuron weights can be derived as

vE

va01

Z q1;
vE

va02

Z q2;.;
vE

va0n

Z qn

vE

va11

Z q1x;
vE

va12

Z q2x;.;
vE

va1n

Z qnx;

ð4:24Þ

where

q1 Z pb1 y1ð1K y1Þ; q2 Z pb2 y2ð1K y2Þ; .; qn Z pbn ynð1K ynÞ: ð4:25Þ

4.4.4 Multiple-Input, Multiple-Hidden Neuron, and
Single-Output Network

When more than one input is used in a multilayer network, a
multidimensional function can be approximated. The details of processing
in such networks are given in Chapter 3, Section 3.4 for a two-dimensional
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Figure 4.26 One-input, many hidden-neuron, one-output network.
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network using two-dimensional logistic functions. Examples of two-
dimensional prediction and classification are presented in Chapter 3,
Section 3.4.3. For m inputs and n hidden neurons, there are m!n input-
hidden-neuron weights, n hidden-neuron bias weights, n!1 hidden-output
neuronweights, andonebiasweight for theoutputneuron (Figure 4.27),with
respect to which an error derivative must be calculated. However, because
many of these have already been dealt with in the previous cases, only the
connection weights from the extra inputs to the hidden neurons need be
discussed. This section will demonstrate that these can be added easily:

vE

va11

Z q1x1;
vE

va12

Z q2x1;.;
vE

va1n

Z qnx1

$

$

vE

vam1

Z q1xm;
vE

vam2

Z q2xm;.;
vE

vamn

Z qnxm:

ð4:26Þ

4.4.5 Multiple-Input, Multiple-Hidden Neuron,
Multiple-Output Network

This situation represents the general case of a network with many output
classes, used for classification as shown in Figure 4.28. An example of a
three-class classification is presented in Chapter 3, Section 3.4.3.2, in which
each class is represented by two clusters. The network error for a
multioutput network is the combined error at each of the k output neurons,
represented by E1, E2, ., Ek.

1 1
a

01

a
0n

zf (·)

b n

a 11

a
1n

b
1

b
2

f (·)

f (·)

f (·)

b
0

a
02

a12

x1

xm

a m

1

amn

a m2

yn

y1

y2

1

n

2

1

Σ

Σ

Σ

Σ

Figure 4.27 Weights for m-input, n-hidden neuron, and one-output network.
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The total network error, E, is sum of the MSE at each output neuron and
is expressed as

E Z E2
1 C E2

2 C/C E2
k Z

1

2NK

XK

iZ1

XN

iZ1

ðzik K tikÞ
2

" #
; ð4:27Þ

where N is the total number of training patterns, K is the number of output
neurons, and zik and tik are the predicted output and target output of the kth
output neuron for the input pattern i. With this modification, the process
remains similar to the previous derivations. The main difference is that each
hidden neuron contributes to the error at each output node. The derivatives
with respect to output neuron bias weights now take the form of

vE

vb01

Z p1 Z ðz1K t1Þz1ð1K z1Þ;.;
vE

vb0k

Z pk

Z ðzk K tkÞzkð1K zkÞ; ð4:28Þ

where z1, t1; zk, and tk are the network output and target output values for
nodes 1, ., k, respectively. It can easily be seen that the hidden-output
weights produce following error derivatives:

vE

vb11

Z p1 y1;.;
vE

vb1k

Z pk y1

$

$

vE

vbn1

Z p1 yn;.;
vE

vbnk

Z pk yn:

ð4:29Þ
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Figure 4.28 A general case of a network with several outputs.
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The hidden-neuron weight derivatives are now affected by the error at all
output neurons. This is because the hidden-neuron outputs are sent to all of
the output neurons, and thus contribute to the error at each output neuron.
The error contributed by each hidden neuron to the output neurons is
accumulated at each hidden neuron by backpropagation. The resulting
error gradients for the bias weights are expressed as

vE

va01

Z q1 Z ½ð p1b11 C/C pkb1kÞ� y1ð1K y1Þ Z
Xk

iZ1

pib1i

" #
y1ð1K y1Þ

$

$

vE

va0n

Z qn Z ½ðp1bn1 C/C pkbnkÞ� ynð1K ynÞ Z
Xk

iZ1

pibni

" #
ynð1K ynÞ;

ð4:30Þ

where the sum of the contributed error by the hidden neuron i is shown in
square brackets. The gradients with respect to the other input-hidden
weights vE/vaij are derived in exactly the same manner as given in Equation
4.26, using the new values of q1, ., qn calculated from Equation 4.30. This
concludes the determination of the error derivative for a general case, and
the backpropagation learning that was illustrated for a simple network
applies to any network.

4.4.6 Example: Backpropagation Learning Case
Study—Solving a Complex Classification Problem

This section will present an example to explain how backpropagation
works on a complex problem. It will look at a classification problem
provided by Haykin [5]. The task is to classify the data represented by two
normal distributions, depicted in Figure 4.29, into two classes. There are
two dimensions, x1 and x2, so the problem involves two-dimensional
Gaussian distributions. For the first distribution, representing Class 1, the
mean values of both x1 and x2 are zero; thus the mean vector is [0, 0]. The
variance of the distribution is 1.0. For the second distribution, the two
mean values are 2.0 and 0.0, and variance is equal to 4.0. Both classes are
equiprobable (i.e., the class probabilities p1Zp2Z0.5). The training data
shown in the bottom image of Figure 4.30 consists of uniformly distributed
random points generated from each of the two distributions. The data for
individual classes is shown separately in the top and middle images of
Figure 4.30. There is a significant overlap between the two classes, and
inevitably there will be a significant probability of misclassification.
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The solution is not simple as it requires nonlinear classification boundaries
to separate the two classes.

Because this is a two-dimensional problem, there are two inputs, x1 and
x2. The first simulation results are for two hidden neurons, and the results
from three runs for three different training dataset sizes are summarized in
Table 4.2. The learning rate is a small nominal value set at 0.1, and
momentum is 0. The number of epochs for each run is set so that the total
number of training iterations (total number of individual input patterns over
all epochs) is constant. This way, any irregularity arising from the use of
different training dataset sizes is averaged out. The classification rate in
Table 4.2 is for an independent test set containing a total of 32 000 data
points equally representing the two distributions. The training results and
the classification rate, based on the independent data set for a network
containing four hidden neurons, were found to be similar to the two-hidden
neuron case, indicating that there was no additional gain from the use of
four neurons.

In the next stage of the simulation, the effect of different combinations of
learning rate and momentum on the two-hidden neuron network
performance will be investigated. Each combination was trained with the
same set of initial weights and the same training datasets. Figure 4.31a

Figure 4.29 Input probability distributions for two overlapping classes. (From
Haykin, S., Neural Networks: A Comprehensive Foundation, 2nd Ed., Prentice
Hall, Upper Saddle River, NJ, 1999.)
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through Figure 4.31d show the decrease in the ensemble-averaged MSE as
learning progresses for various learning rates and momentum values.

Figure 4.31a shows the four ensemble-averaged learning curves
corresponding to four momentum values (0, 0.1, 0.5, and 0.9) for a
fixed learning rate of 0.01. It shows that for all cases, the MSE drops as
the number of training epochs increases. However, the drop is fastest for
mZ0.9. The drop becomes progressively slower as momentum decreases,

Figure 4.30 Data for classification: Class 1 data (top), class 2 data (middle), and
joint Class 1 and Class 2 data (bottom) (From Haykin, S., Neural Networks:
A Comprehensive Foundation, 2nd Ed., Prentice Hall, Upper Saddle River, NJ,
1999.)

Table 4.2 Classification Results for Two Hidden Neurons

Run Number
Training Get

Size
Number of

Epochs MSE
Probability of Correct
Classification (percent)

1 500 320 0.2199 80.36

2 2000 80 0.2108 80.33

3 8000 20 0.2142 80.47
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and the top-most curve is for zero momentum, meaning that only the
learning rate applies. What these results reveal is that, for this
problem, when a very small learning rate is used, a very high momentum
helps to converge at optimum solution much faster than lower
momentum values. The best results are achieved in 100 epochs, whereas
with no momentum term, more than 600 epochs are required to produce
a similar output.

Figure 4.31b through Figure 4.31d graphically present the effect of
increasing the learning rate on the outcome of the same problem. In
Figure 4.31b, learning performance is illustrated for a fixed learning rate
of 0.1, which is ten times larger than in the previous case. Here, the first
noticeable difference is that the high momentum (mZ0.9) has failed to
provide the minimum error, indicating that a high momentum is not
appropriate as the learning rate increases. The best learning performance
is given by mZ0.5, for which case the minimum possible MSE is
achieved in 20 epochs. As the learning rate increases to 0.5 (five times
larger than in the last case), the high momentum has a devastating effect
on the learning performance, as shown in Figure 4.31c. Not only does
mZ0.9 fail to reach even its prior limits of MSE, but the high momentum
has also led to oscillations, indicating that the acceleration is large
enough to make the search path oscillate around the minimum
indefinitely, never converging to the optimum. In this case, a small
momentum (mZ0.1) produces the best result and reaches a constant
MSE level in about ten epochs.

The last panel of Figure 4.31d shows the damaging influence of a
high momentum (0.9) when accompanied by a larger learning rate (0.9).
Here, the oscillations are far too great to reach even the values attained
in the previous stage. However, the best solution is achieved in about
ten epochs without momentum. Now, what is the best combination of
learning rate and momentum for this problem? In Figure 4.32, the best
learning curves from the four cases are plotted together to determine the
overall best learning curve. The figure shows that the best curve is
produced by the learning rate and momentum combination of 0.5 and
0.1. The fact that the range of the minimum MSE achieved for the
various combinations of these two parameters is not large indicates that
the error surface for this problem is relatively smooth [5]. This
conclusion is also supported by the fact that the high momentum is
counterproductive for this problem when accompanied by a high rate
of learning.

Twenty-fold cross validation of model performance. The above
presentation provided an in-depth look at the influence of the learning
parameters on the backpropagation learning performance. The actual
performance of the optimal network must also be measured in practical
terms, which in this case would be an indication of classification accuracy.
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However, a network output trained with a finite training set is stochastic in
nature. This is typical of complex data drawn from natural or biological
systems. Therefore, in the next stage of simulation, 20 independent
networks with two hidden neurons and different initial random weights
were trained with the optimum learning parameters found in the previous
stage for a new training dataset size increased to 1000 from each class. These
networks were tested on the same set of test data that had previously been
used and which comprised 32 000 observations, equally representing the
two classes.

The average classification accuracy on the test data was determined
using the ensemble average, as presented in Table 4.3, which shows that
the network average accuracy is approximately 80 percent, with a
minimum average MSE of 0.2277. The table also shows the standard
deviation of the classification accuracy and the MSE for the 20 networks.
The extremely small standard deviation for both parameters indicates
that all of the networks have produced very similar results. Figure 4.33
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Figure 4.32 Best learning curves from different training trials. (From Haykin, S.,
Neural Networks: A Comprehensive Foundation, 2nd Ed., Prentice Hall, Upper
Saddle River, NJ, 1999.)

Table 4.3 Ensemble Performance Measured from a 20-Fold Cross Validation

Performance Measure Mean Standard Deviation

Probability of correct classification 79.7 percent 0.44 percent

Final MSE 0.2277 0.0118
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shows the classification boundaries (in input space) and classification
accuracy for the three best networks from the set of 20 networks. For
visual clarity, only the classification boundaries are shown without input
data. Figure 4.33 also shows the classification boundary for the Bayesian
statistical classifier (circular) on the same data. The Bayesian model has
provided a classification accuracy of 81.51 percent. Thus, the network
performance in this case is comparable to the performance of the
Bayesian Classifier.

A Bayesian classifier is a statistical classifier that involves the class
probability distributions (likelihood) to obtain a posteriori probabilities, i.e.,
the classification of an input [5,14]. The Bayesian classification boundary is
the intersection between the two Gaussian data distributions. Because in
this case the two class distributions are symmetric Gaussian distributions,
the classification boundary is circular, as illustrated in Figure 4.33.
Figure 4.34 shows the classification boundaries from the three poorest
networks from the 20-network ensemble, along with their classification
rates and Bayesian classification boundaries. As stated earlier, because there
is a considerable class overlap, a significant probability of misclassification
is inevitable.
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Figure 4.33 Classification boundary for three best networks superimposed on
Bayesian classification boundary (solid circle). (From Haykin, S., Neural Networks:
A Comprehensive Foundation, 2nd Ed., Prentice Hall, Upper Saddle River, NJ,
1999.)
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4.5 Delta-Bar-Delta Learning (Adaptive Learning
Rate) Method

In backpropagation learning, discussed above, the same learning rate
applies to all of the weights. Therefore, all of the weights change at the same
rate. However, in reality, some weights may be closer to the optimum or
have a stronger influence on the error than the others and, therefore, more
flexibility and a higher speed of convergence could be achieved if each
weight were to be adjusted independently in an adaptive manner. The
adaptive learning rate method, popularly known as delta-bar-delta and also
as TurboProp, developed by Jacob [6], proposes such variable learning rates
for different weights. In this method, each weight has its own learning rate
and is adjusted during each iteration as follows: if the direction in which the
error decreases at the current point, as indicated by the error gradient, is
the same as the direction in which the error has been decreasing recently,
then the learning rate is increased. However, if the current direction in
which the error decreases is opposite to the recent direction in which the
error has been decreasing, the learning rate is decreased [4].

Basically, this method requires that the sign of the current error gradient
for a weight be compared with its recent history. In batch learning, which is
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Figure 4.34 Classification boundary for the three poorest networks superimposed
on Bayesian classification boundary (solid circle). (From Haykin, S., Neural
Networks: A Comprehensive Foundation, 2nd Ed., Prentice Hall, Upper Saddle
River, NJ, 1999.)
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the most preferred method, the current error gradient for an epoch m is the
resultant derivative over the whole training set, dm. The recent history of the
direction in which the error has been decreasing up to epoch m is expressed
by fm as

fm Z qfmK1 C ð1K qÞdmK1; ð4:31Þ

which is basically the exponential average of all of the past error derivatives,
a concept which is similar to that used in momentum. The q is the weighting
on the exponential average of the past derivatives and 1Kq is the weighting
on the last derivative; these weightings determine whether the most recent
gradients or the distant ones have a stronger influence on the fm, i.e., the
direction in which the error has been decreasing recently. The duration of
“recent” is determined by the value of q, which is a constant between
0 and 1.

If q is equal to zero, only the gradient in the previous epoch
defines what ‘recent’ means, and there is no effect of the earlier
gradients. If it is equal to one, the recent direction is totally defined by
all of the gradients up to and excluding the very last gradient, and is equal
to the exponential average of those derivatives. Intermediate values of
q put intermediate weightings on the most recent and past
derivatives. For example, if q is 0.3, fmZ0.3fmK1 C 0.7dmK1; but because
fmK1Z0.3 fmK2 C 0.7dmK2 and so on, by back substituting, the current
fmZ0:7dmK1C0:21dmK2C0:063dmK3C. back to epoch 1. Thus, the more
recent derivatives are weighted more heavily than the early ones. In this
way, fm can be calculated for each weight in the network. To see
whether or not the recent direction is similar to that indicated by the
current derivative, fm is multiplied by dm. If fmdm is positive, the recent
and the current directions are the same and the weights can be adjusted
at an increased rate. If it is negative, the current derivative is opposite to
the recent average direction, indicating that some minimum on the
error surface has been passed, and in consequence, the weights should
be adjusted more slowly. The delta-bar-delta method reflects this
concept by allowing larger changes in the learning rate (3) in the
former case, in which fmdm is positive, and allowing only smaller
adjustments in the latter case, for which fmdm is negative, as shown in
Equation 4.32:

3m Z
3mK1 C k for dmfmO0

3mK1 !f for dmfm%0;

(
ð4:32Þ

where k and 4 are parameters whose values are between 0 and 1. Once the
new learning rate is decided for epoch m, the backpropagation algorithm is
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used to determine the new weight change as:

Dw ZK3mdm ð4:33Þ

or with the momentum term:

Dw Z mDwmK1K 1K m
� �

3mdm: ð4:34Þ

Smith [4] states that the learning process is not highly sensitive to the
choice of the values for k, f, and q, and suggests a set of values that work well
for a wide range of problems as

k Z 0:1; f Z 0:5; q Z 0:7: ð4:35Þ

Because the method uses a separate adaptive learning rate for each
weight, learning can occur rapidly. Smith [4] states that it is not uncommon
to achieve the target error in one tenth of the time used by back-
propagation learning with an optimum learning rate. A notable advantage
of the delta-bar-delta method is that training generally does not require
searching for the optimum parameters through trial and error, and
therefore only one training session is required. For some problems,
however, this may not be the case, and some trial and error may be
required to find the parameters.

4.5.1 Example: Network Training with Delta-Bar-Delta—
A Hand Computation

In this section, the delta-bar-delta method will be applied to the problem
that was started in Section 4.4.1 and continued throughout this chapter
to Section 4.4.1.7. Recall that it involves a one-input, one-output network
with one hidden neuron, shown in Figure 4.4a, and is used to model
the data from the quarter of the sine wave plotted in Figure 4.4b.
This computation will begin with the same initial weights and the two
input–output patterns extracted from the data, as given in Table 4.1 in
Section 4.4.1. These two input–output patterns are {0.7853, 0.707} and
{1.571, 1.0}, and the initial weights are a0Z0.3, a1Z0.2, b0ZK0.1, and
b1Z0.4.

Here, the delta-bar-delta method will be applied after the first weight
update using backpropagation (Section 4.4.1.5), which provides a history of
weight update. Usually when this method is applied, the initial weight
update is either picked up as random values or set to zero to initiate the
process, and after several epochs it begins to perform as it should, using the
correct history of the weight updates.

Two input–output pairs are given, and assume that the current weights
are the weights after the first epoch using standard backpropagation
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(Section 4.4.1.5). These weights are

a2
0 Z 0:3014

a2
1 Z 0:2019

b2
0 ZK0:0844

b2
1 Z 0:410:

ð4:36Þ

This calculation will use an initial learning rate of 0.1 for all of the
weights, as was used to adjust the above weights. In practice, they can be set
to random initial values. To apply this method it is necessary to calculate the
total error gradient for the second epoch, which has already been done
during the second epoch in Section 4.4.1.5, in the case in which
backpropagation was used:

da0
2 ZK0:01449

da1
2 ZK0:0196

db0
2 ZK0:1538

db1
2 ZK0:0983:

ð4:37Þ

Having obtained the current gradients d2, all that remains to do is
to calculate f2 from Equation 4.31. Assume that f1 is zero. From
Equation 4.31:

f2 Z qf1 C ð1K qÞd1

This needs to be applied to each weight; d1 is the overall gradient
for each weight in the first epoch, which for a0, a1, b0, and b1 were found
to be K0.0144, K0.01944, K0.1563, and K0.1002, respectively (see
Section 4.4.1.5). Calculate f2 values for each weight with qZ0.7:

a0/ f a0
2 Z ð1K 0:7ÞðK0:0144Þ ZK0:00432

a1/ f a1
2 Z ð1K 0:7ÞðK0:01944Þ ZK0:00583

b0/ f b0
2 Z ð1K 0:7ÞðK0:1563Þ ZK0:0469

b1/ f b1
2 Z ð1K 0:7ÞðK0:1002Þ ZK0:03:

Next, it is necessary to find whether the direction in which the error
has been decreasing is the same as the direction given by the current
batch error gradient. For this, f2 is multiplied by the corresponding d2. For
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the four weights, f2d2 will be

f a0
2 :da0

2 Z ðK0:00432ÞðK0:01449Þ Z 0:0000625

f a1
2 :da1

2 Z ðK0:00583ÞðK0:0196Þ Z 0:000114

f b0
2 :db0

2 Z ðK0:0469ÞðK0:1538Þ Z 0:00721

f b1
2 :db1

2 Z ðK0:03ÞðK0:0983Þ Z 0:00295:

Because all of the above values are greater than zero, the previous
and the current directions of error decrease are the same, and the weights
can be adjusted by a large amount, using the learning rates given by the
first condition in Equation 4.32. The new learning rates for the four
weights are

ea0 Z 0:1 C 0:1 Z 0:2

ea1 Z 0:1 C 0:1 Z 0:2

eb0 Z 0:1 C 0:1 Z 0:2

eb1 Z 0:1 C 0:1 Z 0:2:

The new learning rate is the same for all of the weights for the next
epoch, because f.d is positive for all of the weights. However, in repeated
training, f.d for some weights can become negative as they adapt to the
target function; in that situation, the learning rate for these weights must
be cut down by half (i.e., by 4, which is taken to be 0.5). Returning to the
problem, the new weight changes after the second epoch are

Da2
0 ZK3a0da0

2 ZK ð0:2Þ ðK0:0145Þ Z 0:0029

Da2
1 ZK ð0:2Þ ðK0:0196Þ Z 0:00392

Db2
0 ZK ð0:2Þ ðK0:1538Þ Z 0:0308

Db2
1 ZK ð0:2Þ ðK0:0983Þ Z 0:0197:

The new weights are

a3
0 Z a2

0 C Da2
0 Z 0:30144 C 0:0029 Z 0:3043

a2
1 Z 0:2019 C 0:00392 Z 0:2058

b2
0 ZK0:0844 C 0:0308 ZK0:0536

b2
1 Z 0:410 C 0:0197 Z 0:4297:

The new MSE for the two input–output patterns with the new weights is

E Z ð0:0119 C 0:0984Þ=2 Z 0:0551;
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which is smaller than that obtained after the second epoch from back-
propagation with the learning rate only (0.0568) and the combined learning
rate and momentum (0.0564).

Although for the two examples used here there was no visible change in
the MSE between the backpropagation and delta-bar-delta methods, it is
common for the delta-bar-delta method to achieve a target error level in
one-tenth of the number of epochs required by backpropagation with an
optimal learning rate [4]. This is because in the delta-bar-delta method, the
learning rate is adjusted for each weight depending on how it contributes to
the reduction in error, whereas in backpropagation, the same learning rate
applies regardless of the relevance of the individual weights.

4.5.2 Example: Delta-Bar-Delta with Momentum—
A Hand Computation

Momentum can also be applied to the weight change, as was shown in
Equation 4.34 and repeated here:

Dw Z mDwmK1K ð1K mÞ3mdm:

The past weight changes for epoch 1 from the backpropagation example
were 0.00144, 0.001944, 0.01563, and 0.01002 for a0, a1, b0, and b1,
respectively (see Section 4.4.1.5). Using a momentum, mZ0.5, and
substituting the past weight changes, the current learning rate calculated
for each weight, and the average error gradients into the above equation,
new weight increments would be

Da2
0ZmDa1

0Kð1KmÞ3a0d
a0
2 Zð0:5Þð0:00144ÞKð1K0:5Þð0:2ÞðK0:01449ÞZ0:00217

Da2
1ZmDa1

1Kð1KmÞ3a1da1
2 Zð0:5Þð0:001944ÞKð1K0:5Þð0:2ÞðK0:0196ÞZ0:00293

Db2
0ZmDb1

0Kð1KmÞ3b0db0
2 Zð0:5Þð0:01563ÞKð1K0:5Þð0:2ÞðK0:1538ÞZ0:0232

Db2
1ZmDb1

1Kð1KmÞ3b1db1
2 Zð0:5Þð0:01002ÞKð1K0:5Þð0:2ÞðK0:0983ÞZ0:0148:

The new weights are

a3
0 Z a2

0 C Da2
0 Z 0:30144 C 0:00217 Z 0:3036

a2
1 Z 0:2019 C 0:00293 Z 0:2048

b2
0 ZK0:0844 C 0:0232 ZK0:0612

b2
1 Z 0:410 C 0:0148 Z 0:4248:

The new MSE for the two input–output patterns is

E Z ð0:0123 C 0:0996Þ=2 Z 0:0559;

which is slightly higher than the MSE obtained without momentum (0.0551).
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Thus, the momentum is too high for this case; however, there are only two
input patterns (see Table 4.1 in Section 4.4.1) in this hand calculation.

4.5.3 Network Training with Delta-Bar-Delta—
A Computer Experiment

This section will apply the delta-bar-delta method to the problem that was
started in Section 4.4.1 and continued throughout this chapter up to Section
4.5.1. Recall that it involves a one-input, one-output network with one
hidden neuron, as shown in Figure 4.4a, and is used to model data in
Figure 4.4b, which was extracted from the first quarter of the sine wave. This
section will use the same initial weights given in Table 4.1, Section 4.4.1;
these are a0Z0.3, a1Z0.2, b0ZK0.1, and b1Z0.4. The initial learning rate
for each weight is set to 0. Figure 4.35 shows the decrease of the square root
of mean square error (RMSE) over 100 epochs.

As illustrated in Figure 4.35, the error initially shows a sharp decrease,
then decreases more moderately, slowing towards the end. It also
shows that for the current learning parameter settings, the MSE oscillates
initially, but is smoothed out as training progresses. The final RMSE
reached was 0.00527, and the final learning rates were 0.644, 3.59, 1.488,
and 1.403 for a0, a1, b0, and b1, respectively. The final weights for these
connections were K0.85, 2.345, K0.413, and 1.528, respectively.

Figure 4.36 shows how the learning rate adapts from random starting
points during the course of learning for input-hidden and hidden-output
weights. It can be seen that all four weights have distinct learning rate
values; moreover, the regular weights (a1 and b1) have higher learning rates
than do the corresponding bias weights, indicating that the regular weights
influence the output more significantly than do the bias weights.

20 40 60 80 100
Epochs

0.1

0.2

0.3
0.4

0.5

0.6

RMSE

Figure 4.35 An error (RMSE) decrease with training for the delta-bar-delta
(adaptive learning rate) method for 100 epochs.
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The network output superimposed on the data is shown in Figure 4.37,
which demonstrates a perfect match.

4.5.4 Comparison of Delta-Bar-Delta Method
with Backpropagation

By adjusting k, 4, and q, the smoothness of the curves and the
convergence rate can be altered; however, this exercise illustrates how the
delta-bar-delta method iteratively adapts the learning rate to control an
efficient descent down the error surface to reach a global minimum.
Figure 4.38 compares the performance of backpropagation with delta-bar-
delta, showing that the delta-bar-delta method can reduce the error
quickly, but that for this example, the backpropagation method is faster
initially. However, at the end of 100 epochs, the delta-bar-delta error is 12
percent smaller than that yielded by backpropagation. This can be
significant for more complex problems.

0.25 0.5 0.75 1 1.25 1.5
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Figure 4.37 A trained network output from the delta-bar-delta method (solid line)
superimposed on data.
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Figure 4.36 The learning rate adaptation for individual weights in the delta-
bar-delta method: (a) input-hidden weights and (b) hidden-output weights.
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4.5.5 Example: Network Training with Delta-Bar-Delta—
A Case Study

Demonstration of the performance of delta-bar-delta on complex data. To
demonstrate the performance of the delta-bar-delta method and to compare
it with standard backpropagation, this section provides the results of a study
conducted by Haykin [5] to classify two-dimensional data distributed in two
classes, as shown in Figure 4.39a. Class C1 consists of points inside the area
marked C1 and Class C2 contains data from the area marked C2. The task for
the neural network is to decide whether an input pattern belongs to Class C1

or C2. The following network with two hidden-neuron layers has been used
for this problem:

Number of inputs Z 2

Number of neurons in the first hidden layer Z 12

Number of neurons in the second hidden layer Z 4

Number of neurons in the output layer Z 2:

Figure 4.39b shows the randomly selected training data and Figure 4.39c
shows the randomly selected test data used to evaluate the performance of
the network after training. There are 100 points from each class in the
training set and the test dataset contains 482 points from Class C1 and 518
from Class C2, for a total of 1000 data points in the test set.

The network has been trained with both backpropagation and delta-bar-
delta methods using the same initial weights. For the backpropagation, both
the learning rate and the momentum are 0.75, and for the delta-bar-delta

20 40 60 80 100
Epochs

0.1

0.2

0.3

0.4

0.5

RMSE

del-bar-del

backprop

Figure 4.38 A comparison of the performance of backpropagation and delta-bar-
delta methods.
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method, the momentum is 0.75, the initial learning rate for all of the weights
is 0.75, kZ0.01, FZ0.2, and qZ0.7. A comparison of the training
performance with respect to the mean square error reduction for the two
methods for 3000 epochs is shown in Figure 4.40, which shows that for the
same initial conditions, the delta-bar-delta outperforms the backpropaga-
tion by an order of magnitude.

The performance of the two methods has been compared at an
instance of training after 150 epochs using the previously mentioned
test dataset containing 1000 randomly selected data from the two classes.
Figure 4.41a and Figure 4.41b illustrate the correctly classified data
for backpropagation and the delta-bar-delta method, respectively.
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–3     –2     –1       0       1       2       3

Figure 4.39 Data for pattern classification using multilayer perceptron: (a)
distribution of classes C1 and C2; (b) 100 training data points each from classes C1

and C2; (c) test data for evaluating trained networks (482 from C1 and 518 from C2).
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These demonstrate that the delta-bar-delta method learns the classification
more quickly. For example, Figure 4.41a indicates that, with back-
propagation, the shapes of the classes have not been fully developed in
150 epochs and thus the network misclassifies a total of 474 of the 1000
data points in the test dataset (i.e., 52.6 percent classification accuracy). In
contrast, the well-developed shapes of the two classes can be seen in

0.5

0.5 × 10–1

0.5 × 10–2

0.5 × 10–3

0.5 × 10–4

0.5 × 10–5

0.5 × 10–6

0                1000             2000             3000

Number of epochs

Mean-
squared

error
over

epoch

Standard back-
propagation

Modified back-
propagation

Figure 4.40 A comparison of batch update learning curves from backpropagation
and delta-bar-delta methods.
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Figure 4.41 A comparison of classifiers trained with delta-bar-delta and
backpropagation: (a) classification success for backpropagation; (b) classification
success for delta-bar-delta after 150 epochs.
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Figure 4.41b, indicating that with the delta-bar-delta method, the network
has learned to separate the overlapping regions and to classify the data in
these regions rather early with much greater success, with only 96
misclassified data points, resulting in a classification accuracy of 90.4
percent.

4.6 Steepest Descent Method

In the steepest descent method, the error is reduced along the negative
gradient of the error surface, similar to the backpropagation and delta-
bar-delta methods. However, the learning rate 3, which is the same for all of
the weights, is adapted internally during training [7]. Recall that in the delta-
bar-delta method, the learning rate is adapted for each weight, and in
backpropagation, it is fixed throughout learning. The method of updating
the learning rate in steepest descent is different from that used in delta-bar-
delta. Specifically, starting with an initial value, 3 is doubled in each step
(trial epoch). This yields a preliminary update for the weights. The MSE is
calculated as usual for the updated weights corresponding to the current
learning rate. If the MSE does not decrease with this learning rate, the
weights return to their original values, the learning rate is halved, and
training is continued. If the MSE still does not decrease, 3 is halved
repeatedly until a learning rate is reached at which the MSE decreases. The
final weight adjustment is made only after a learning rate that reduces the
MSE is obtained. At this point, 3 is doubled again and a new step is started;
the whole process is repeated over and over. The search continues in this
fashion and terminates within the predefined number of training epochs if
the decrease in error with respect to the previous step is smaller than a
specified level, Emin, or if the value of 3 falls below a specified limit, 3min, as
shown in Equation 4.38:

EðwmÞK EðwmC1Þ

EðwmÞ
%Emin

3%3min:

ð4:38Þ

where E(wm) and E(wmC1) are the errors for the previous and current
epochs, respectively. Emin and 3min are thresholds specified by the user.

4.6.1 Example: Network Training with Steepest
Descent—Hand Computation

In this section, this method will be applied to the problem started in
Section 4.4.1 and continued throughout this chapter. Recall that it involves
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a one-input, one-output network with one hidden neuron, shown in
Figure 4.4a, and is used to model the data from a quarter sine wave, plotted in
Figure 4.4b. The calculations begin using the same initial weights and the two
input–output patterns extracted from the data given in Table 4.1 in Section
4.4.1. These two input–output patterns are {0.7853, 0.707} and {1.571, 1.0}; the
initial weights are a0Z0.3, a1Z0.2, b0ZK0.1, and b1Z0.4.

Because the reader already knows how to compute the sum of the
error gradients, only a summary of the training results will be presented
here in Table 4.4 to show how and when the learning rate changes.
Starting with an initial rate of 20, it is doubled at the start of the first
epoch. Then, within an epoch, several trial epochs (steps) are used to
obtain the weight increments for that epoch.

4.6.2 Example: Network Training with Steepest
Descent—A Computer Experiment

Comparison with delta-bar-delta and backpropagation. This section will
apply the steepest descent method to the problem started in Section 4.4.1
and continued throughout this chapter up to Section 4.6.1. Recall that it
involves a one-input, one-output network with one hidden neuron, shown
in Figure 4.4a, and is used to model the data in Figure 4.4b, which was
extracted from the first quarter of the sine wave. This section will use the
same initial weights given in Table 4.1, Section 4.4.1; these are a0Z0.3,
a1Z0.2, b0ZK0.1, and b1Z0.4. All of the data in Figure 4.4b will be used
to iteratively train the network.

In Figure 4.42, the RMSE for steepest descent training is presented, along
with those from the delta-bar-delta and backpropagation methods. It shows
that the error in steepest descent decreases dramatically in five epochs,
demonstrating the effectiveness of the method. Note, however, that for this

20 40 60 80 100
Epochs

0.1

0.2

0.3

0.4

0.5

RMSE

steepdes

del-bar

backprop

Figure 4.42 Comparison of steepest descent learning with the backpropagation
and delta-bar-delta methods.
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method, one epoch consists of many trail epochs, within which the learning
rate is incrementally adjusted until the error decreases below that of the
previous step. Therefore, a direct comparison with the other two methods
on the basis of the number of epochs is not wholly appropriate. At the end
of 100 epochs, the RMSE has gone down to 0.0051 compared with 0.00527
and 0.0067 from the delta-bar-delta and backpropagation methods,
respectively. The final error reached in steepest descent is 28 percent less
than that reached by backpropagation.

The final weights obtained from the steepest descent are {a0, a1}
Z {K0.78, 2.5} and {b0, b1}Z {K0.465, 1.54}. For comparison, these
weights from delta-bar-delta are {a0, a1}Z {K0.85, 2.345} and {b0, b1}
Z {K0.413, 1.528}. The weights produced by backpropagation are
{a0, a1}Z {K1.087, 2.82} and {b0, b1}Z {K0.303,1.347}. The network
performance is superimposed on the data in Figure 4.43, showing that this
set of weights also produces a network that fits the data perfectly.

4.7 Second-Order Methods of Error Minimization
and Weight Optimization

In second-order methods, the curvature of the error surface, denoted by the
second derivative of the error surface, is used to more efficiently guide the
error down the error surface. This section will turn to a simpler second-order
method, called “QuickProp,” which was proposed to speed up the
convergence process of backpropagation learning. It illustrates the concepts
of second-order error minimization in a simple way, using only the first
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Figure 4.43 Output of network trained with steepest descent superimposed
on data.
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derivative. The subject of second-order methods will be dealt with properly
in Section 4.7.2.

4.7.1 QuickProp

QuickProp was developed by Scott Fahlman in 1988 [8]; the method
implicitly uses the curvature and directly involves the slope of the error
surface at a point defined by the current weights. Because the curvature is
implicit, the second derivative is not used in the calculation, as it will be in
more advanced methods discussed later. The implementation of QuickProp
is illustrated on a slice through the error surface along one weight axis in
Figure 4.44.

The method follows this argument: the objective of learning is to
quickly find the optimum weights at which the error derivative is zero.
Suppose the derivative after the last epoch, mK1, was dmK1, and that it
led to a weight change of DwmK1, as shown in Figure 4.44. If the
derivative for the current epoch m is dm, the required weight change Dwm

that leads to a zero derivative is calculated using basic algebraic concepts as
follows:

Dwm Z
dm

dmK1K dm

DwmK1: ð4:39Þ

In Equation 4.39, the term (dmK1Kdm/DwmK1) is an approximation of
the curvature, which is the derivative of the gradient of the error surface at
weight w. Thus, the higher the curvature, the lower the weight update, and
vice versa. Because the error surface is defined by the actual data, the weight
change after an epoch normally does not lead to the optimum weights
where the gradient of the error is zero. Therefore, the method is repeated

Weight

Error

wm wm–1

∆wm ∆wm–1

dm

dm–1

Target derivative = 0

Figure 4.44 Illustration of QuickProp learning method that implicitly involves
curvature of error surface.
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over many epochs until the optimum weights producing the target level of
minimum error are reached. Thus, the weight changes are obtained without
the use of a learning rate and momentum, or any of the learning parameters
of the adaptive learning rate approach. According to Smith [4], the rate of
convergence with QuickProp is similar to that for adaptive learning rate
(delta-bar-delta).

4.7.1.1 Example: Network Training with QuickProp—
A Hand Computation

In this section, QuickProp will be applied to the problem started in
Section 4.4.1 and continued throughout this chapter. Recall that it involves
a one-input one-output network with one hidden neuron, shown in
Figure 4.4a, and is used to model the data plotted in Figure 4.4b. The
calculations will begin with the same initial weights and the two input–
output patterns extracted from the data, given in Table 4.1, Section 4.4.1.
There are two bias weights and two regular weights in the network, which
must be optimized. The two input–output patterns are {0.7853, 0.707}
and {1.571, 1.0}, and the initial weights are a0Z0.3, a1Z0.2, b0ZK0.1, and
b1Z0.4.

Because the method requires a previous weight change, it can be either
assumed to be zero or some small random initial value; in this calculation,
weight updates after the first epoch using backpropagation involving only
the learning with a value of 0.1 will be used. Previously, the derivatives,
weight changes, and actual modified weights were obtained after epoch 1
for this example (see Section 4.4.1.5 and Section 4.4.1.2); these are
repeated here.

For epoch 1:

da0
1 ZK0:0144 da1

1 ZK0:01944 db0
1 ZK0:1563 db1

1 ZK0:1002

Da1
0 Z 0:00144; Da1

1 Z 0:001944; Db1
0 Z 0:01563; Db1

1 Z 0:01002:

The adjusted weights after epoch 1:

a2
0 Z 0:30144; a2

1 Z 0:2019; b2
0 ZK0:0844; b2

1 Z 0:410:

The MSE after first epoch 1 is 0.0585.
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For epoch 2:

da0
2 Z

X vE

va0

ZK0:01449; da1
2 ZK0:0196; db0

2 ZK0:1538;

db1
2 ZK0:0983:

Now that all the information about the error derivatives and weight
updates after epoch 1 and the error derivates for epoch 2 have been
obtained, QuickProp can be used to calculate the update for one weight
after epoch 2:

Da2
0 Z

da0
2

da0
1 K da0

2

Da1
0 ZK0:01449! 0:00144=ðK0:0144K ðK0:01449ÞÞ

ZK0:2318:

Similarly

Da2
1 Z

da1
2

da1
1 K da1

2

Da1
1 ZK0:0196!0:001944=ðK0:01944K ðK0:0196ÞÞ

ZK0:2381

Db2
0 Z

db0
2

db0
1 K db0

2

Db1
0 ZK0:1538!0:01563=ðK0:1563K ðK0:1538ÞÞZ0:9615

Db2
1 Z

db1
2

db1
1 K db1

2

Db1
1 ZK0:0983!0:01002=ðK0:1002K ðK0:0983ÞZ0:518:

Thus, the new weights are

a3
0 Z0:30144K0:2318 Z0:0694

a3
1 Z0:2019K0:2381 ZK0:0362

b3
0 ZK0:0844C 0:9615 Z0:8771

b3
1 Z0:410C 0:5184 Z0:9284

MSE Z0:02519:

The new MSE is much smaller than that achieved by the other methods,
which shows that QuickProp reduces the error more efficiently. The process
is repeated over and over through the epochs until the desired error level is
achieved or the error does not change any further.
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4.7.1.2 Example: Network Training with QuickProp—
A Computer Experiment

The QuickProp method will be applied to the problem previously started in
Section 4.4.1 and continued throughout this chapter up to Section 4.7.1.1.
Recall that it involves a one-input, one-output network with one hidden
neuron, as shown in Figure 4.4b and used to model the data in Figure 4.4b.
This is extracted from the first quarter of the sine wave. The same initial
weights will be used as given in Table 4.1 in Section 4.4.1. These are
a0Z0.3, a1Z0.2, b0ZK0.1, and b1Z0.4. All data in Figure 4.4b will be
used to train the network iteratively. There are two bias weights and two
regular weights in the network to be optimized.

Starting with the same initial weights, the network was trained using
QuickProp for 100 epochs. Figure 4.45 shows how error decreases with an
increasing number of epochs. There are large oscillations in error that are
stabilized towards the end of training.

4.7.1.3 Comparison of QuickProp with Steepest Descent,
Delta-Bar-Delta, and Backpropagation

The performance of QuickProp is compared with the other three
methods—backpropagation, delta-bar-delta, and steepest descent—in
Figure 4.46. It is evident from this example that QuickProp is very efficient
because there are no parameters to adjust at all and the error goes down
much faster initially than for backpropagation and delta-bar-delta. However,
this momentum is not continued because the oscillations of the MSE and the
final error after 100 epochs is only 0.015. This error is larger than what is
obtained from backpropagation (0.0067), delta-bar-delta (0.00527), or
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Figure 4.45 Error reduction during training with QuickProp.
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steepest descent (0.0051). These methods outperform QuickProp at the end
because of their ability to fine tune their parameters, something that
QuickProp cannot do.

The predicted output from the network trained with QuickProp is shown
in Figure 4.47 and is superimposed on the actual data showing some misfit.

In QuickProp, the curvature of the error surface is implicitly involved.
The more advanced methods that explicitly use the curvature information
are known to produce greater acceleration and accuracy. The following
section will address second-order methods and will put backpropagation in
context by showing that it is a simplified version of a general problem of
optimization. In order to put error minimization in context, the concepts
involved in second-order methods of error minimization will be addressed.

0.25 0.5 0.75 1 1.25 1.5
x

0.2

0.4

0.6

0.8

1

z−network output and t

Figure 4.47 Network output from QuickProp superimposed on data.
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Figure 4.46 Comparison of QuickProp with backpropagation, delta-bar-delta,
and steepest descent.

Learning of Nonlinear Patterns by Neural Networks & 171



4.7.2 General Concept of Second-Order Methods
of Error Minimization

In second-order methods, the slope and the curvature at the current point in
weight space is determined [11,12,14]. The slope, which is the first derivative
of error, indicates the rate of change of error (i.e., how fast the error is
decreasing at the current point). The curvature indicates the rate at which
the slope itself changes (i.e., curves) at the current weights. Therefore, the
curvature indicates the deceleration of error. For example, consider the two
error curves in Figure 4.48. The slopes are equal at the point where the two
curves touch as indicated by the arrow. However, their curvatures are
different. If the current weight is at the point where the two curves touch, it
is closer to the minimum of the dashed curve with a larger curvature than it
is to the solid curve with a smaller (flatter) curvature. This idea is used in the
second-order error minimization methods.

The curvature of the error surface at a point is expressed by the second
derivative of error with respect to the weights i.e., v2E/vw2, which is
obtained by differentiating the error derivative vE/vw, with respect to
a weight. In general, the distance to the optimum weights can be
estimated by dividing the derivative by the second derivative. This gives
the distance required for the deceleration (curvature) of the error to bring
the speed of error change (slope) to zero. Thus, the change in a weight can
be expressed as

Dw ZK
vE=vw

v2E=vw2
: ð4:40Þ

Before proceeding with the second-order methods, all error minimiz-
ation methods should be put in perspective first so that the first-order
methods can be seen in light of the second-order methods.

In training feedforward networks, the structure of the network is chosen
first. This includes the number of inputs, number of hidden layers, and

Weight

Error

Figure 4.48 Two error surfaces of different curvature.
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hidden neurons in each layer, the number of output neurons, and the
activation functions of all neurons. Weights are then initialized to random
values, the training data is presented to the network repeatedly, and the
weights are adjusted incrementally until the MSE decreases gradually. The
MSE depicted as a function of weights w, E(w), is

EðwÞ Z
1

N

XN

iZ1

½ti K zi�
2 Z

1

N

XN

iZ1

½ti K f ðw; xiÞ�
2: ð4:41Þ

Where the network output zi for the ith input pattern xi is expressed as a
function f of weights and the input, ti, is the target output, and N is the
number of training patterns. Note that 2 has not been used in the
denominator of the formula in order to be compatible with the neural
network program used to illustrate the application of the second-order
methods [7]. Training or learning involves finding the set of weights w that
minimize the MSE. All error minimization methods are alike in that they are
iterative. Starting with the initial values for the weights, they incrementally
update the weights in the negative direction of the gradient as

wm Z wmK1K 3Rdm; ð4:42Þ

where m is the current epoch, 3 is the learning rate, and dm is the sum of
error derivatives over an epoch or batch. The only new parameter in
second-order methods is R, which has several variants of second derivative
of error. This is very useful in changing the search direction from a negative
gradient to a more favorable direction. Recall that backpropagation,
delta-bar-delta and steepest descent all use negative gradient [7]. Thus, in
Equation 4.42 two parameters, 3 and R, can change, and it is in choosing 3

and R that various training methods differ.
When RZ1 a gradient descent method is obtained that solely follows

the direction of the negative gradient of the error surface without using any
curvature information. In the steepest descent method, one learning rate, 3,
applies to all weights. During learning, it is adapted by starting with a larger
value, and 3 is halved in each epoch until a value that reduces the error is
reached. Backpropagation is another variant of gradient descent and also
uses a single learning rate for all weights; however, it stays constant during
learning. Delta-bar-delta, or the adaptive learning rate method, is another
variant of gradient descent in which the learning rate for each weight is
unique and is adapted during learning, thereby efficiently altering individual
weights according to how significantly each affects the output. If R is not
equal to 1 in Equation 4.42 but contains curvature information, more
advanced second-order learning methods result. Examples include the
Gauss–Newton method, the Levenberg–Marquardt method, and conjugate
gradient methods. The following section will discuss the Gauss–Newton and
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Levenberg–Marquardt methods in further detail. Backpropagation, delta-
bar-delta, and steepest descent are all special cases (first-order) of a general
optimization problem of weight adaptation [9,10].

4.7.3 Gauss–Newton Method

The Gauss–Newton method is a fast and reliable method for a wide range of
problems [5,7,14] and it explicitly involves the curvature of the error surface.
The curvature is specified by the second derivative of the error function
with respect to a weight. If the second derivative is denoted by d s, then
d sZv2E/vw2. The R in Equation 4.42 for the Gauss–Newton method is the
inverse of the second derivative, i.e., 1/d s. Therfore, the weight change Dwm

for a particular epoch m is given by

Dwm ZK3
dm

ds
m

: ð4:43Þ

Closer examination shows that this formula is similar to that used for
weight adaptation in QuickProp; however, the actual, not an approxi-
mation of the curvature is used. At each epoch, the learning rate 3 is set
to 1, and is only accepted if the MSE decreases for this value. Otherwise,
it is halved over and over again until a value for which the MSE decreases
is attained. Then the weights are adjusted and a new epoch begins.
Because this whole process is done automatically as part of the algorithm,
it avoids having to search for an optimal learning rate parameter through
trial and error by the user. The termination criteria are similar to those in
the steepest descent method and are repeated below:

EðwmÞK EðwmC1Þ

EðwmÞ
%Emin

3%3min;

ð4:44Þ

where Emin and 3min are minimum acceptable levels for the MSE and
learning rate, respectively.

The next section shows in detail how this method is implemented. As
already discussed, the idea of training when there is an arbitrary number
of weights becomes what is shown in Equation 4.42 and is repeated
below:

wm Z wmK1K 3Rdm;

where R is the inverse of the second derivative of error, and dm is the sum
of the error gradient for each weight across all patterns. It is already
known how to obtain dm and the next step is to obtain R.

If there is only one weight, R is simply 1/ds. When there are many
weights, it is easier to represent the whole set of second derivatives for all
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weights in a matrix form. This particular matrix of second derivatives is
called the Hessian matrix and is denoted by H. R in Equation 4.42 is the
inverse of H, or 1/H, also denoted as HK1. This matrix formulation can be
used efficiently to obtain the necessary weight change for all weights
simultaneously. This idea is presented in Equation 4.45 for an arbitrary
network. The MSE E is

E Z
1

N

XN

iZ1

ðti K ziðxi;wiÞÞ
2; ð4:45Þ

where ti and zi are the target and network output, respectively, for the ith
input pattern, and N is the number of input patterns. The network output is
a function of weights, wi, that are adjusted during training and inputs, xi.
By differentiating the error twice with respect to the weights, the second
derivative or curvature of error surface at the current location of each
weight is obtained. The first derivative of error is

vE

vwi

Z
2

N

XN

iZ1

ðti K ziÞ
Kvzi

vwi


 �� �
; ð4:46Þ

which simplifies to

vE

vwi

Z
2

N

XN

iZ1

ei

Kvzi

vwi


 �� �
; ð4:47Þ

where ei is the error (tiKzi) for an individual input pattern i. Differentiating
Equation 4.46 with respect to the weights again will have

H Z
v2E

vwivwj

Z
2

N

XN

iZ1

ðtiKziÞ
Kv2zi

vwivwj

 !
C K

vzi

vwi


 �
K

vzi

vwj

 !( )
: ð4:48Þ

There are two parts to Equation 4.48 that describe the curvature of the
error function. The first part can cause computational instability problems
when H is inverted to obtain R., To avoid these problems, the Hessian
matrix is approximated by the second part of the equation as

H Z
v2E

vwivwj

z
2

N

XN

iZ1

K
vzi

vwi


 �
K

vzi

vwj

 !( )
; ð4:49Þ

which for a network with a single weight becomes

H Z
2

N

XN

iZ1

vzi

vwi


 �2

: ð4:50Þ
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For a single weight, the computation is simple because the first
derivative is squared for each training pattern and the curvature is
obtained by calculating the mean, or H, R is simply the inverse of H
(i.e., RZ(1/H)ZHK1). For an arbitrary number of weights, the full form
of the approximated Hessian is a matrix containing the product of the
derivative of output, with respect to each pair of weights, wi and wj, as
shown in Equation 4.49.

4.7.3.1 Network Training with the Gauss–Newton Method—A
Hand Computation

The Gauss–Newton method will now be applied to the problem previously
started in Section 4.4.1 and continued throughout this chapter for illustrating
learning concepts. Recall that it involves a one-input, one-output network
with one hidden neuron, as shown in Figure 4.4a, that is used for modeling
the data plotted in Figure 4.4b. Start with the same initial weights and the
two input–output patterns extracted from the data as given in Table 4.1 in
Section 4.4.1. The two input–output patterns are: {0.7853, 0.707} and
{1.571, 1.0} and the initial weights are a0Z0.3, a1Z0.2, b0ZK0.1, and
b1Z0.4. There are two bias weights and two regular weights in the network
to be optimized.

The sum of the first derivative dm for the first epoch of the two input
patterns as found in previous learning methods are (see Section 4.4.1.5)

dm Z fK0:0144;K0:01944;K0:1563;K0:1002g: ð4:51Þ

With respect to the four weights, the first derivative of the error is (from
Equation 4.3)

vE

vwi

Z

2:718K ða0Ca1xÞb1

ð1 C 2:718K ða0Ca1xÞÞ2

2:718K ða0Ca1xÞb1x

ð1 C 2:718K ða0Ca1xÞÞ2

1

1

1 C 2:718Kða0Ca1xÞ

2
66666666666664

3
77777777777775

ð4:52Þ

where e is replaced with 2.718.
To obtain H, multiply the derivative with respect to each weight by

itself and other derivatives to obtain the two bracketed derivatives in
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Equation 4.49, (vzi/vwi)(vzi/vwj). Thus

vz

vwi

vz

vwj

Z

ð0:16Þ2:718Kð0:6C0:4xÞ

1C2:718Kð0:3C 0:2xÞ4

ð0:16Þ2:718Kð0:6C 0:4xÞx

1C2:718Kð0:3C 0:2xÞ4

ð0:4Þ2:718Kð0:3C 0:2xÞ

1C2:718Kð0:3C 0:2xÞ2

ð0:4Þ2:718Kð0:3C 0:2xÞ

1C2:718Kð0:3C0:2xÞ3

ð0:16Þ2:718Kð0:6C0:4xÞx2

1C2:718Kð0:3C 0:2xÞ4

ð0:4Þ2:718Kð0:3C 0:2xÞx

1C2:718Kð0:3C 0:2xÞ2

ð0:4Þ2:718Kð0:3C 0:2xÞx

1C2:718Kð0:3C0:2xÞ3

1:
1

1C2:718Kð0:3C 0:2xÞ

1

ð1C2:718Kð0:3C 0:2xÞÞ2

2
6666666666666664

3
7777777777777775

ð4:53Þ

By substituting the two inputs to each component in the matrix,
summing the two outcomes, and multiplying by (2/N) as in Equation 4.49,
the Hessian matrix is obtained as

H Z

0:0011 0:0012 0:0115 0:0072

0:0012 0:0016 0:0134 0:0085

0:0115 0:0134 0:1235 0:0779

0:0072 0:0085 0:0779 0:0491

2
66664

3
77775; ð4:54Þ

where the first entry is the (2/N)
PN

iZ1ðvz=va0Þ
2
i where N is the number

of input patterns which is 2 in this example . The second entry in the first
row is (2/N)

PN
iZ1ðvz=va0Þ

2
i ðvz=va1Þi, and so on. It is difficult to invert this

matrix by hand; therefore, Mathematicaw [13] is used to obtain it. R
becomes

R Z HK1 Z 1017

K109 57 79 K119

K16 5:5 8:5 K12

0 K3:2 K3:4 6

19 K4:3 K7:6 10

2
66664

3
77775: ð4:55Þ

By substituting for R and dm from Equation 4.51 into Equation 4.42 with
a learning rate of 1, the preliminary weight increments for the four weights

Learning of Nonlinear Patterns by Neural Networks & 177



after the first trial epoch are

Dwm ZKRdm ZK1017

K109 57 79 K119

K16 5:5 8:5 K12

0 K3:2 K3:4 6

19 K4:3 K7:6 10

2
66664

3
77775

K0:0144

K0:01944

K0:1563

K0:1002

2
66664

3
77775

Z

K256

K48

8

16

2
66664

3
77775: ð4:56Þ

The new weights obtained by adding the increments to the original
weights are {K255.7, K47.8, 7.9, 16.4}. The resulting MSE (from Equation
4.41) is 0.021. Thus, the preliminary update has decreased the error from
0.0602; therefore, a new epoch is started with a learning rate of 3Z1.0 and
the process is repeated. Although the error is low, weights are too high
due to large values in R that are caused by numerical instabilities
because only two input patterns were used. However, this is corrected
when more inputs are used in the computer experiment conducted in the
next section.

4.7.3.2 Example: Network Training with Gauss–Newton
Method—A Computer Experiment

In this section, the Gauss–Newton method is applied to the problem
previously started in Section 4.4.1 and continued throughout this
chapter up to Section 4.7.3.1. Recall that it involves a one-input, one-
output network with one hidden neuron, as shown in Figure 4.4a, and
used to model data in Figure 4.4b extracted from the first quarter of the
sine wave. We use the same initial weights as given in Table 4.1 in
Section 4.4.1, which are a0Z0.3, a1Z0.2, b0ZK0.1, and b1Z0.4. All of
the data in Figure 4.4b will be used to train the network iteratively. There
are two bias weights and two regular weights in the network to
be optimized.

The training performance is shown in Figure 4.49 that illustrates
how the error decreases with the epochs. The figure shows that the
termination criteria are achieved in seven epochs that produce a
minimum RMSE of 0.005, similar to the error reached in the steepest
descent method. The Gauss–Newton method, however, reaches the
error quicker.
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The final weights reached by the Gauss–Newton method are
a0ZK0.84, a1Z2.56, b0ZK0.43, and b1Z1.5.

The network output and the target data are superimposed in Figure 4.50
and shows a perfect agreement.

One possible drawback of this method is that there might be a situation
where it is difficult to always achieve learning rates that decrease error,
causing the weight updates to sometimes be in the positive gradient
direction. This is due to the nature of the second derivative of the error
surface. For example, if the first derivative is positive at a point but the
second derivative is negative, indicating that the curve is getting concave
approaching maxima, then the weight update would be positive and would
lead to an increased error. This is illustrated in Figure 4.51.

The slope dm at the point indicated in the figure is positive but the
curvature ds

m is negative. For this point, the Gauss–Newton weight update
ðK3ðdm=d

s
mÞÞ is positive and leads to an increased error. Therefore, when the

second derivative is negative, another method such as the steepest descent
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Figure 4.49 Training performance with the Gauss–Newton method.
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Figure 4.50 Network output from the Gauss–Newton method superimposed on
target data.
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must be used for the weight update. Furthermore, a naı̈ve application of
second-order methods is risky because numerical instabilities in the
inversion of the Hessian matrix can lead to problems [4]. To improve
these conditions and guarantee a downhill path on the error surface, the
more advanced Levenberg–Marquardt method has been proposed [14].

4.7.4 The Levenberg–Marquardt Method

This method improves the solution to problems that are much harder
to solve by only adjusting the learning rate repeatedly, as implied in the
Gauss–Newton method that incorporates both first and second derivatives
of error. Instead of adjusting 3, the Levenberg–Marquardt (LM) method sets it
to unity and a new term el is added to the second derivative term, where e
is the natural logarithm [7,14]. For example, a network with a single weight
w, R, which is the inverse of the second derivative in Equation 4.42,
becomes ½1=ðds

mCelÞ� and the new weight update for epoch m for this
weight can be expressed as

Dwm ZK
dm

ds
m C el

: ð4:57Þ

Because we use the Hessian matrix to denote all second derivatives of
error with respect to each weight, the Hessian is modified as

H0 Z H C elI: ð4:58Þ

R then becomes

R Z
1

ðH C elIÞ
; ð4:59Þ

Weight
2wm

Error

Figure 4.51 A second derivative of error surface that could lead to increased
error.
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where I is an identity matrix. The general formula for the weight change of
all weights for epoch m can be expressed in matrix form as

Dwm ZK
dm

ðHm C elIÞ
; ð4:60Þ

where dm is the sum of the first derivative of error and Hm is the Hessian
matrix for epoch m. The term el produces a conditioning effect to the
second derivative such that the error never increases in situations where the
Gauss–Newton method can result in an increased error (see Section 4.7.3.2),
thereby improving the stability of the solution.

In the LM method, l is chosen automatically until a downhill step is
produced for each epoch. Starting with an initial value of l, the
algorithm attempts to decrease its value by increments of Dl in each
epoch. If the MSE is not reduced, l is increased repeatedly until a down
hill step is produced. When l is small, the LM method is similar to the
Gauss–Newton method in that the second term (conditioning term) in
the denominator is small and, therefore, the second derivative plays an
important role in the weight update equation. By attempting to reduce l

initially, the LM method essentially attempts to use both the first and
second derivatives of error in order to utilize their combined
effectiveness, as illustrated in the Gauss–Newton method. The first
derivative is already in the numerator.

However, when l is large, the method is similar to steepest descent in
that the conditioning term in the denominator of the weight update
equation becomes large. Thus, the effect of the second derivative of error is
not significant compared to that of the first derivative, and the error is
reduced almost entirely along the direction of the negative error gradient, as
illustrated in the steepest descent method. The LM algorithm resorts to this
approach and uses a larger l when the weight change leads to an increased
error that is caused by climbing up the error surface due to problems
associated with the second derivative of error as previously mentioned.
Thus, the LM method is a hybrid algorithm that combines the advantages of
the steepest descent and Gauss–Newton methods to produce a more
efficient method than either of these two methods. The training
terminates prior to the specified number of epochs if the following
conditions are met:

lO10Dl C Max½H�;

EðwmÞK EðwmC1Þ

EðwmÞ
%Emin;

ð4:61Þ
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where Max[H] is the maximum eigenvalue of the Hessian matrix, which
guarantees that a solution is reached in a stable manner down the error
curve. (Refer to Chapter 6 for a discussion on eigenvalues.) The first
condition in Equation 4.61 specifies the maximum step size Dl allowed,
guaranteeing the stability of the solution, and the second criterion states that
training stops if the proportion of error change between two consecutive
epochs becomes less than the minimum specified error. The latter condition
is similar to the steepest descent method and is specified by the user.

4.7.4.1 Example: Network Training with LM Method—A Hand
Computation

The LM method can be applied to the problem previously started in Section
4.4.1 and continued throughout this chapter. Recall that it involves a one-
input, one-output network with one hidden neuron, shown in Figure 4.4a,
and used for modeling the data plotted in Figure 4.4b. Start with the same
initial weights and the two input–output patterns extracted from the data as
given in Table 4.1 in Section 4.4.1. There are two bias weights and two regular
weights in the network to be optimized. The two input–output patterns are
{0.7853, 0.707} and {1.571, 1.0} and initial weights are a0Z0.3, a1Z0.2,
b0ZK0.1, and b1Z0.4.

For the two input–output (x, t) pairs, the modified Hessian matrix H 0,
which is (HCelI), is

H0 Z

0:0011 C el 0:0012 0:0115 0:0072

0:0012 0:0016 C el 0:0134 0:0085

0:0115 0:0134 0:1235 C el 0:0779

0:0072 0:0085 0:0779 0:0491 C el

2
666664

3
777775: ð4:62Þ

This is similar to H for the Gauss–Newton method; however, now there
is an el term added to the diagonal terms. By denoting the inverse of
this Hessian matrix by R and inverting it with lZ5, as illustrated in
Mathematica [13], the following R is obtained:

R Z

0:1353 K0:000022 K0:0002 K0:00013

K0:000022 0:1353 0:00024 K0:00015

K0:0002 K0:00024 0:133 K0:0014

K0:00013 K0:00015 K0:0014 0:1344

2
66664

3
77775: ð4:63Þ

The conditioning effect of the added diagonal term can be ascertained by
comparing R in Equation 4.63 with R in the Gauss–Newton method
(Equation 4.55) that does not have the extra diagonal term. The terms in
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Equation 4.63 are much smaller and all of the off-diagonal terms are close
to zero.

Because the first derivative of error dm for epoch 1 has been computed
already for the two input–output patterns and is found to be dmZ
{K0.0144, K0.01944, K0.1563, K0.1002} for the four weights (see Section
4.4.1.5), the weight update can be calculated from Equation 4.42 as

Dwm ZKRdm

ZK

0:1353 K0:000022 K0:0002 K0:00013

K0:000022 0:1353 0:00024 K0:00015

K0:0002 K0:00024 0:133 K0:0014

K0:00013 K0:00015 K0:0014 0:1344

2
66664

3
77775

K0:0144

K0:01944

K0:1563

K0:1002

2
66664

3
77775

Z

0:0019

0:0026

0:0207

0:0132

2
66664

3
77775:

ð4:64Þ

The new weights for the second epoch will be the value of the weight
increment added to the respective original weights. The resulting weight
vector is {0.3019, 0.2026, K0.0793, 0.4132}. This results in an MSE of 0.0579,
which is smaller than the initial MSE of 0.0602.

4.7.4.2 Network Training with the LM Method—A Computer
Experiment

The LM method can be applied to the problem previously started in
Section 4.4.1 and continued throughout this chapter up to Section 4.7.4.1.
Recall that it involves a one-input, one-output network with one hidden,
neuron, shown in Figure 4.4a, and used to model data in Figure 4.4b
extracted from the first quarter of the sine wave. The same initial weights
are used, as shown in Table 4.1 in Section 4.4.1. They are a0Z0.3, a1Z
0.2, b0ZK0.1, and b1Z0.4. Use all of the data in Figure 4.4b to train the
network iteratively. There are two bias weights and two regular weights
in the network to be optimized.

The training over epochs brings the RMSE down to 0.005 in five
epochs, as illustrated in Figure 4.52a. This minimum error is similar to that
achieved by the Gauss–Newton method; however, the LM method reaches
the minimum error sooner (see also Figure 4.53). The final weights were
a0ZK0.84, a1Z2.56, b0ZK0.43, and b1Z1.5. These weights are
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comparable to those obtained when using the other methods. The target
data are superimposed on the network output in Figure 4.52b, which
indicates a perfect fit.

4.7.5 Comparison of the Efficiency of the First-Order and
Second-Order Methods in Minimizing Error

How do the second-order methods compare with the first-order methods?
The results from backpropagation, delta-bar-delta, the steepest descent
method, the Gauss–Newton method, and the LM method are plotted
together in Figure 4.53 and are compared. Because the Gauss–Newton

(a) (b) 
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Figure 4.52 Results from the Levenberg–Marquardt method: (a) training
performance and (b) network output superimposed on target data.
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Figure 4.53 A comparison of training performance for Levenberg–Marquardt,
Gauss–Newton, steepest descent, delta-bar-delta, and backpropagation methods
in mapping the first quarter of the sine function.
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and LM methods took less than ten epochs in order to decrease
to a minimum error, the performances of the five methods in the first ten
iterations are compared in this figure, which reveals that the LM method is
the most efficient (largest dashed line) followed by the Gauss–Newton
method (second largest dashed line). These two methods are superior to
the steepest descent method (third largest dash line), which also brings
the error down in almost five epochs. The delta-bar-delta and back-
propagation methods (smallest dashed line and solid line) lag behind the
first three methods considerably. Therefore, the performance of the
training methods used on this simple differs, and the LM, Gauss–Newton,
and steepest decent methods are an order of magnitude faster than the
delta-bar-delta and backpropagation.

Note that the efficiency of the second-order methods (LM and
Gauss–Newton) is gained at a considerable computational cost. This is
because computing and inverting the Hessian matrix for large networks
trained with a large number of training patterns can be costly
computationally and time consuming. Moreover, inverting the Hessian
matrix can cause numerical instability problems and the methods may
not perform satisfactorily. In these situations, first-order methods such
as the steepest descent, backpropagation, and delta-bar-delta can
provide effective solutions, although they may take longer to converge.
This is because methods such as backpropagation allow a comprehen-
sive search in the parameter (weight) space through their learning
parameters.

4.7.6 Comparison of the Convergence Characteristics
of First-Order and Second-Order Learning Methods

This section will extend the computer experiment previously addressed in
order to compare the search path on the error surface traversed by
backpropagation, the steepest descent, the Gauss–Newton, and
LM methods. These methods will be used to extract the underlying
pattern in another data set. In order to visually evaluate the performance,
the data shown in Figure 4.54 will be used so that it can be modeled with
a simple single-neuron network with only two weights (bias and a regular
weight), as illustrated in Figure 4.55. The activation function of the output
neuron is logistic. Error is a two-dimensional surface with the
two weights.

The output of this network can be expressed as

y Z
1

1 C eKðw0Cw1xÞ
; ð4:65Þ
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where w0 and w1 are bias and input–output weights, respectively. The 50
data points in Figure 4.54 were generated for the values of w0Z1.5 and
w1ZK2.0 in Equation 4.65.

The MSE for this case is

E Z
1

N

X
ðti K yiÞ

2 Z
1

N

X
ti K

1

1 C eKðw0Cw1xÞ


 �2

: ð4:66Þ

Note that 2 has been omitted in the denominator to be compatible
with the neural networks program used to generate the results. Plot this
error surface for a range of w0 and w1 values in the neighborhood of the
optimum values of 1.5 and K2.0, which were used to generate the
data. The error plotted in Figure 4.56 is the RMSE and resembles
actual errors.

All four training methods, backpropagation, steepest descent,
Gauss–Newton, and LM, should converge to weight values of w0Z1.5
and w1ZK2.0 when training with random initial values. The underlying
pattern in the data is extracted from the four methods and the error
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Figure 4.54 Example data to compare convergence characteristics of different
learning methods.

yΣ f(·)x
w1

w0

Figure 4.55 One-input, one-output network.
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surface is plotted around these optimum values to find out how efficiently
the different methods traverse the error surface down to the optimum
values. The results are presented for each method in the next four sections.

4.7.6.1 Backpropagation

The network was first trained using backpropagation training, and the
path followed for 200 epochs is shown in Figure 4.57a for a learning rate
of 3Z0.1 and momentum mZ0.9. Figure 4.57b shows the same for
3Z0.1 and mZ0. In the first case with a high momentum, the iteration
path continues from the top of the error surface. The iteration path is not
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Figure 4.56 Error surface for the weights around the neighborhood of optimum
values of (1.5, L2.0).
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Figure 4.57 Iteration path for backpropagation training: (a) 3Z0.1 and mZ0.9;
(b) 3Z0.1 and mZ0.
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in the most efficient direction to the optimum weights but is from a
distance and bypasses it. The path then moves away and later turns
around as it tries to approach the optimum toward the end of the 200
specified training epochs. This highlights an interesting point in that the
optimum weights would be found eventually. In the latter case where no
momentum is used, the path slowly follows the slope of the error surface.
Again, the iteration path is not in the most efficient direction but at a
distance from the optimum. It then reaches a valley and moves towards
the optimum from that point and will eventually reach the optimum
weights with more training epochs.

The RMSE for the whole training is shown in Figure 4.58 for the two
above cases. Figure 4.58a shows how the error first decreases as weights
become closer to the optimum for the high momentum and later increases
as the path bypasses it and later reverses the direction. Even if the training
were to stop at the point where the error is at a minimum, it would still not
produce the optimum weights, as indicated in Figure 4.57. Figure 4.58b
shows that error decreases continually when moving towards the optimum
when the momentumZ0.

4.7.6.2 Steepest Descent Method

The training path taken in each epoch by the steepest descent method is
shown in Figure 4.59. Figure 4.60 shows how the error changes with
each epoch.

Figure 4.59 shows that convergence is very slow at the end of the
training, but it eventually approaches the true optimum weight values
(1.5, K2.0). Figure 4.60 illustrates that it will converge slowly and smoothly
to the minimum in about 30 iterations (epochs).
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Figure 4.58 Training performance for backpropagation: (a) 3Z0.1 and mZ0.9;
(b) 3Z0.1 and mZ0.
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4.7.6.3 Gauss–Newton Method

The performance of the Gauss–Newton algorithm on the same data set is
shown in Figure 4.61. Recall that this method uses the second derivative of
error and the learning rate is adjusted automatically.

The above figure illustrates that the Gauss–Newton method is more
efficient than the steepest descent method and backpropagation in that it
traverses the slope of the error surface more efficiently. However, the
downhill path it follows is not the most effective. As shown in Figure 4.62,
this algorithm also reaches convergence quicker than either of the two
previous methods and requires about seven epochs. It also produces a more
controlled descent towards the optimum weights.
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Figure 4.60 Training performance for the steepest descent algorithm.
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Figure 4.59 Training path for the the steepest descent algorithm.
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4.7.6.4 Levenberg–Marquardt Method

Finally, we test the performance of the LM algorithm on the data set.
Figure 4.63 shows the training path and Figure 4.64 illustrates how error
decreases with each iteration. The training path follows the downhill slope
of the error surface almost perfectly, which is a significant improvement
over the Gauss–Newton algorithm. The algorithm also converges a little
faster than the Gauss–Newton method and requires only four iterations.

This illustration clearly highlights the differences among the four
training algorithms. It demonstrates that the LM method is superior to the
other three methods. It is faster and more efficient when converging to
optimum weights for this simple problem. The Gauss–Newton method is
the next best choice in terms of finding an efficient downhill path and the
time it takes to converge. Both of these methods that use the first and
second derivative of error proved to be superior to the steepest descent
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Figure 4.62 Reduction of error with epochs for the Gauss–Newton algorithm.
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Figure 4.61 Training path followed by the Gauss–Newton algorithm.
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method and backpropagation that rely only on the first derivative. The
third best is the steepest descent algorithm, which performs better than
backpropagation. The former three methods do not require trial and error
and have yet produced a superior performance to backpropagation.
Backpropagation required more training epochs than the 200 that was
specified for both cases of learning parameters, one representing a small
learning rate with a high momentum and the other a small learning rate
without any momentum. Results show the damaging effect of momentum
for this example. The fact that the backpropagation algorithm did not
converge in this session illustrates that trial and error is indeed needed until
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Figure 4.64 Training performance for the Levenberg–Marquardt algorithm.
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Figure 4.63 Training path for the Levenberg–Marquardt algorithm.
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appropriate learning parameters that lead to optimum weights sooner are
found. Even with appropriate values for learning rate and momentum, the
method will find the optimum weights slower than the other methods for
the problem presented here.

4.8 Summary

In this chapter, six training methods were discussed: backpropagation,
adaptive learning rate (delta-bar-delta), the steepest descent, QuickProp,
the Gauss–Newton method, and the Levenberg–Marquardt method. The
first three are first-order methods in that they use the first derivative of
error (slope) and follow the gradient descent approach. The latter three
methods are second-order methods and they rely on both first and second
derivative of error (slope and curvature) in the search for the optimum
weights. The Gauss–Newton method has the disadvantage of moving in
the direction of an error increase in some situations when the second
derivative is negative. The LM method addresses this problem by reverting
to the steepest descent method and using only the first derivative when
the second derivative becomes negative.

The second-order methods provide faster solutions because of the
incorporation of an extra second derivative of error information and
automatic internal adjustments that are made to the learning parameters.
However, this comes at a substantial computational cost of the calculation of
the second derivative of error, Hessian, H, and inverse of Hessian, R,
especially for a network with a large number of weights. First-order methods
may provide solutions for a variety of problems, yet they can take longer to
train, especially during backpropagation training where learning parameters
are foundby trial anderror. For someproblems, thesemaybe found relatively
easily; however, some other problems may require extensive searching. The
first-order methods do give the user the flexibility and direction to improve
their analysis when higher order methods may fail to converge because of the
numerical instability in the handling of the second derivative.

Problems

1. For the network training example started in Section 4.4.1, calculate
error gradients for epoch 2 and verify that the final values and
weight adjustments given in Section 4.4.1.5 of the text are correct.

2. Train the example network in Section 4.4.1 with the two input–
output patterns given using online (example-by-example) learning.
Compare the results for batch learning presented in the text with
those from example-by-example learning (refer to Section 4.4.1.6).
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3. Explain how momentum adds stability to the search process in error
minimization. When is high or low momentum useful?

4. What is the goal of adaptive learning rate or the delta-bar-delta
method?

5. What concepts are used in the implementation of the delta-bar-delta
method? What are its advantages over backpropagation?

6. In what way are the concepts of momentum and delta-bar-delta
similar?

7. What are the main problems associated with backpropagation and
delta-bar-delta and how does the steepest descent method address
these? What is the advantage of the steepest descent method?

8. Explain the concepts of first-order and second-order
error minimization.

9. What are the advantages of second-order methods?
10. Explain the difference between the Gauss–Newton and Levenberg–

Marquardt methods. Which method is superior and why?
11. What are some disadvantages of second-order methods?
12. For a problem of choice, implement different learning methods and

assess their effectiveness.
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Chapter 5

Implementation of Neural
Network Models for
Extracting Reliable
Patterns from Data

5.1 Introduction and Overview

Implementing a model to extract patterns from data requires close attention
be paid to various aspects of model development such as testing
generalization ability, minimizing model complexity, testing robustness of
models (i.e., stability of model parameters), and selecting relevant inputs.
This chapter focuses on generalization, structure optimization, and
robustness of multilayer neural networks; Chapter 6 deals with input
selection. Chapter 7 details uncertainty assessment in relation to model
parameters, outputs, and network sensitivities to weights and inputs.

First, a model is developed and calibrated to ensure its adequacy. The
model is then tested on new data to ensure its generalization ability.
A training dataset is used for validation (i.e., calibration by assessing and
fine tuning) the model. Generalization means how well a validated
model performs on to unseen data and is tested on an independent
test dataset. The purpose of validation is to ensure generalization ability
of a model.
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A model that does not fit the data enough has limited representation,
causing lack of fit (bias), and one that fits the data too much models noise as
well as leading to overfitting (variance). These occurrences are called bias–
variance dilemma, and both situations increase generalization error.
Therefore, a tradeoff between these two extremes is sought in reducing
generalization error. This bias and variance tradeoff is addressed in
Section 5.2. Two approaches for improving generalization, early stopping
and regularization, are presented in Section 5.3. The effect of initial random
weights, random sampling, and the number of hidden neurons is also
presented in Section 5.3; and the nonuniqueness of weights for these cases
is addressed. Furthermore, to shed light on the nonuniqueness of weights, a
detailed explanation of hidden neuron activation for these cases is
presented to illustrate the network’s consistent approach toward a solution
regardless of the initial random weights, random sampling, and the number
of hidden neurons.

Structural complexity is a crucial aspect of model development, meaning
that the ideal model has the optimum number of model parameters
(i.e., weights). Structural complexity is particularly crucial for neural
networks because they tend to have a large number of free parameters
that make them very powerful nonlinear processors. A way to address this
issue is to prune irrelevant weights and neurons from a network. Section 5.4
details some approaches for pruning multilayer networks. Another
important aspect of model development is ensuring that the model
parameters are stable and consistent. Section 5.5 addresses trained
networks’ robustness of weights.

5.2 Bias–Variance Tradeoff

Data collected from many real-world problems or natural systems almost
always contains random variations or noise. In many situations, a model that
learns to distinguish general trends from the noise in the data is desired. This
property is called “generalization ability of a model.” Figure 5.1a illustrates a
model that generalizes well, captures the required pattern, and reliably
predicts unseen data. This generalization ability is crucial if it is to be useful
in decision-making where reliable predictions for inputs not seen before by
the model are essential.

The generalization is particularly important for neural networks such as
multilayer networks. If allowed to be too flexible, the multilayer networks
can strictly follow the data, thereby fitting the noise as well resulting in
overfitting, as shown in Figure 5.1b. This error introduced by noise is called
“variance contribution to the model misfit.” The more flexible a model is, the
larger the risk of overfitting. This overfitting adversely affects the
generalization ability on unseen data. On the other hand, a model with

196 & Neural Networks for Applied Sciences and Engineering



too little flexibility may not be able to capture essential features in the data,
thereby underfitting. A lack of flexibility introduces bias contribution to the
misfit of the model. This situation is illustrated in Figure 5.1c where the
model has not found the required trend. The correct amount of flexibility is a
compromise between these two sources of error and is called bias–variance
tradeoff [1,2].

5.3 Improving Generalization of Neural Networks

To avoid overfitting, the flexibility of a neural network must be reduced.
Flexibility comes from the hidden neurons, and as the number of hidden
neurons increases, the number of network parameters (weights) increases
as well. The larger the number of weights, the larger the flexibility. On the
other hand, there must be enough neurons to avoid bias or underfitting.
There are several ways to handle bias–variance tradeoff and all involve a
second validation dataset.

1. Exhaustive search: Although more time consuming, the simplest way
is to search for the optimum number of neurons is by trial and error.
Each time, the performance on a validation dataset must be tested.
The one that gives the minimum error on the validation set has the
optimum number of neurons.

2. Early stopping: The idea here is that a model overfits if it has too
much flexibility that is expressed by the number of free parameters
(i.e., weights). Weights are called free parameters because they are
allowed to change during training, and they define the network’s
degrees of freedom. If the weights are allowed to grow enough

(c)

(a) (b)

Figure 5.1 Bias–variance dilemma: (a) a model that generalizes well, (b) a model
that overfits due to too much flexibility, and (c) a model that underfits due to lack
of flexibility.
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during training and then stop training at this point, it is possible to
restrain the network from overfitting. In this approach, a fixed and
large number of neurons is used, and the network is trained while
testing its performance on a validation set at regular intervals.
Initially, the model error on both the training and validation sets
would decrease. At some point, the model generalizes the best.
Beyond that point, overfitting sets in. Here, the error on the validation
set is the minimum, and it starts increasing with further training, as
shown in Figure 5.2. However, an error on the training set would still
continue to decrease because overfitting continues to minimize the
error on the training set. At the point where overfitting sets in, the
weights are taken to be the optimum weights that provide the best
generalization on unseen data [2,4].

3. Regularization: Another approach to avoid overfitting is regulariz-
ation. In regularization, a parameter larger than zero is specified, and
a regularized performance index is minimized instead of the original
mean square error (MSE). This performance index is derived by
adding a sum of square weights term to the original MSE term. In
neural networks applications, this type of regularization is often
called weight decay. The idea is to keep the overall growth of weights
to a minimum in such a way that weights are pulled toward zero. In
this process, only the important weights are allowed to grow, and
others are forced to decay [1–4].

Exhaustive search, although guaranteed to find the optimum number of
weights if they exist, is not very practical for all problems. In early stopping
and regularization, a network has more weights than are necessary with not
all of them optimized as in the first method. Therefore, only a subset that
becomes the most sensitive to the output is effectively used. The latter two
methods are presented in detail next. A logical extension of early stopping
and regularization is to prune irrelevant weights so that the simplest possible
network structure remains. This topic is treated later in the chapter.

Validation
error

Training
error

Epochs

Error

Figure 5.2 Early stopping for improving generalization—training and validation
errors.
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5.3.1 Illustration of Early Stopping

A simple, one-dimensional example illustrates how the early stopping
method works. The data was generated from a cyclical pattern shown along
with the data in Figure 5.3; x is the input and t is the target data representing
the cyclical pattern. The data shown in the figure was first generated from
this pattern, and random noise from a Gaussian distribution with mean 0
and standard deviation of 0.25 was added to each data point to create a
noisy dataset of 30 observations. The task of the neural network model is to
recognize the pattern depicted by the solid line from the data in the
presence of noise.

A two-hidden-neuron model appears to fit the data; however, a
multilayer perceptron (MLP) with four hidden neurons with logistic
activation (Figure 5.4a) is used to demonstrate the concept of early
stopping. The network output z produced by the initial random weights is
shown with the original cyclical pattern superimposed on the data in
Figure 5.4b, which shows a very poor fit.

To use early stopping, the dataset is randomly divided into two sets. For
this example, each set has 15 patterns. The network is trained with the
Levenberg–Marquardt method, which is a powerful second-order method
discussed in Chapter 4. Training is done with the training set as usual, but
the MSE on the validation set is calculated at regular intervals. The training
progress in terms of reduction of root mean square error (RMSE) with
epochs is shown in Figure 5.5, where the solid line depicts error on the
training set and the dashed line shows error on the validation set. In this
figure, iteration is an epoch that is one pass of the whole training dataset
through the network.
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Figure 5.3 Cyclical pattern and noisy data generated from it.
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Figure 5.5 shows that the error on both datasets decreases initially, and
after two epochs, validation error increases. The weights at the point where
the validation error is minimum are the optimum weights that produce the
best model that has optimized the bias–variance tradeoff. The network
output for these optimum weights is superimposed on the original pattern
and the training data in Figure 5.6.

Figure 5.6 shows that the network output is very close to the true target
pattern, indicating that it has recognized the correct trend in the noisy data.
The fact that the curve does not rigidly follow the data too closely means that
overfitting has been avoided. The fact that the data follows the general trend
very closely indicates that the network has enough flexibility to avoid bias
(lack of fit).
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Figure 5.4 Four-hidden-neuron network and initial network output: (a) network
configuration, (b) initial network output (solid line) superimposed on training data
and target pattern (dashed line).
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Figure 5.5 Training progress on the training and validation data.

200 & Neural Networks for Applied Sciences and Engineering



The MSE on noisy validation data is 0.30 and on the true target pattern is
0.108. The error on the true pattern is calculated from the data generated
from the target pattern without using noise. This error indicates the
closeness of the model to the true target pattern; however, the error on noisy
data highlights the closeness of the predicted pattern to target noisy data, a
portion of which was used to model the network. The results indicate that
the model output is much closer to the true target pattern uncorrupted by
noise than to the noisy validation data. These results show that the network
not only has prevented overfitting, but it also has identified the true pattern
that was deliberately corrupted with noise.

For comparison, training also continued until error on the training data
reached the minimum possible level denoted by the solid line in Figure 5.5.
The network output for the weights that produced the minimum error on
the training set at the final epoch is shown in Figure 5.7, along with the
original true pattern and the noisy training data. It clearly shows a poorer
model than the one obtained from early stopping. This network output is
overfitted and has poor generalization ability.

Figure 5.7 demonstrates that the solid line goes rigidly through almost all
the data points, illustrating overfitting. For the fully trained network, MSE on
training data has gone down to 0.107, indicating that the error between the
prediction and noisy training data is very small. However, the generalization
error on the validation data is now 0.318 and on the true pattern is 0.166.
Both are higher than those for the optimum configuration obtained by early
stopping (0.30 and 0.108, respectively). The fully trained network error on
the true target pattern now is 54 percent, larger than the optimum network.
Thus the fully trained model rigidly fits noisy data compared to that obtained
from early stopping; therefore, it is too far from the actual pattern that
generated data.
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Figure 5.6 Network output for weights obtained from early stopping (solid line)
and the original cyclical pattern (dashed line) superimposed on training data.
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Figure 5.8 shows how weights change in the initial ten epochs of
training. The initial weights were small random values closer to zero. The
error on the validation set is minimum at epoch 2. The optimum weights are
at this point, and they are among the smallest weights compared to those
beyond epoch 6 when two hidden-output weights start to increase sharply.

Further training up to 50 epochs dramatically increases these weights, as
shown in Figure 5.9. This figure demonstrates that the large weights, with
some reaching 20 000, are in deed the cause of overfitting. Thus, early
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Figure 5.8 Weight update during first ten epochs (overfitting sets in at epoch 2;
two weights that increase drastically at epoch 6 are two hidden-output weights).
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Figure 5.7 The output of the overfitted network with the weights obtained at the
end of the training period (solid line) and the original target pattern (dashed line)
superimposed on training data.
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stopping prevents overfitting by keeping weights from growing beyond the
point of generalization.

5.3.1.1 Effect of Initial Random Weights

A well-trained network must reach the global absolute minimum error on
the error surface. In some cases, there may be several local minima, and the
solution can get trapped in these, resulting in suboptimal conditions with
larger errors. The same network analyzed in the previous section was
trained with three different initial conditions (weights) to study the
robustness of the results. Different initial weights put the network at
different initial locations on the error surface, and they can help determine if
the minimum error and weights achieved are for a local minimum or the
global minimum. We have already trained with one set of initial weights for
which the results are presented in Figure 5.6 and Figure 5.7 (this will be
called initialization 1), so we will do two more trials with different random
initializations. In Figure 5.10, the initial network output (a), optimum
network output achieved using early stopping (c), and the fully trained
network output (d) are shown for the second initial random weight
configuration. The training performance is shown in Figure 5.10b.

The RMSE for the optimum model on validation data is 0.301 and on the
true target pattern is 0.117. These are very similar to those for the first
initialization (0.30 and 0.108, respectively). For the fully trained network,
error on training data is 0.118, similar to that for the first initialization (0.107)
with both weight initializations leading to overfitting of the fully trained
networks. The errors on validation data and true pattern for the fully trained
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Figure 5.9 Weight change for the whole training period (two weights have
become too large and others are comparatively much smaller).
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network are 0.364 and 0.162, respectively, which are similar to the
corresponding values in the first weight initialization (0.318 and 0.166).
The fully trained network error on the true pattern now is 38 percent higher
than the corresponding optimum network error. Results for the third weight
initialization are shown in Figure 5.11.

The third weight initialization produced an optimum network similar to
those in the two previous cases (RMSE on validation data and target pattern
are 0.299 and 0.111, respectively), but the final network is still very similar to
the optimum (i.e., no visible overfitting). This is also evidenced from the
training performance shown in Figure 5.11b, where cross validation error
does not increase and training error does not decrease with further training
as in the other two cases. For the fully trained network, RMSE on both
validation and true pattern is 0.306 and 0.1163, respectively, similar to those
for the optimum network. The error of the fully trained network on the true
target pattern is now only 4.7 percent higher than that for the optimum
network. Also, because overfitting has been naturally prevented, the RMSE
from the fully trained network on training data is now higher (0.1607) than
for the two previous cases where it was 0.107 and 0.118, respectively.
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Figure 5.10 Random weight initialization 2: (a) initial network output (solid line)
superimposed on target pattern (dashed line) and training data, (b) root mean
square error performance during training (solid line—training, dashed line—
validation), (c) optimum network output from early stopping, and (d) fully trained
(overfitted) network output.
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Therefore, overfitting can be expected in a majority of the cases; however,
optimum networks are similar to, and resilient to, random initial weight
configurations for this problem.

All three initial conditions have produced similar results in that the
optimum networks generalize well. They have similar errors on the
validation data and the true pattern indicating that a global minimum has
been reached in all three cases. However, in the first two cases, the final fully
trained networks seriously overfit the data. In the last case, there is no
overfitting at all, indicating that the evolving weight structure has restrained
the network and guided toward the global optimum. Certain random initial
weights can prevent overfitting, and this situation may correspond to an
initial correlated weight structure resembling that of the optimum network.
When there are more than enough hidden neurons, the weights become
correlated because of redundancy. The correlated structure of weights gives
rise to more than one possible set of optimum weights. Some initial weight
configurations could be attracted to a possible optimum weight configur-
ation from the beginning, with the result that overfitting is avoided.
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Figure 5.11 Random weight initialization 3: (a) initial network output (solid line),
(b) root mean square error change with epochs (solid line—training, dashed line—
validation), (c) optimum network output from early stopping, and (d) fully trained
network output (all network outputs are superimposed on target pattern (dashed
line) and training data).
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5.3.1.2 Weight Structure of the Trained Networks

Table 5.1 lists hidden and output weights for the three cases of
weight initialization.

Table 5.1 shows that the final weights for the three initializations are
different from each other. This demonstrates that there are many possible
combinations of values for the 13 free parameters that can produce
the desired outcome. As previously stated, this outcome is attributed to the
redundancy because of the correlation of weights. Basically, any set of
weights that preserves its correlation structure is a candidate solution. This
issue is visited later after further investigation into the network’s behavior is
conducted. Focus now turns to the behavior of the hidden neurons in the
optimum model obtained from cross validation with early stopping for the
three cases. (Cross validation refers to calibration of a model built on
training data with a validation dataset.) The hidden neuron activations for
the three weight initializations are presented in Figure 5.12 for comparison,
and these aid in understanding the network’s observed behavior.

The first and second initializations have produced similar activations
where two sigmoid functions have negative slopes and two have positive
slopes. All show their active regions in the input space between K5 and 5.
However, in the last plot, all four neurons have negative slopes, and only
two are highly active in the input range. This network did not overfit during
training. The reason for this is that its flexibility has been dampened by the
two neurons that have activations with flatter slopes (contributing less to
weight change), leaving two neurons to fit the data. In the first two cases,
because all neurons are active, training has to be stopped at the appropriate
time to prevent overfitting because of excessive network capability.

A comparison of the three plots in Figure 5.12 reveals that the optimum
number of hidden neurons for the data is two. All three networks have found
these two neurons that have activations with a negative slope in the three
plots. In the first two networks, the two neurons that have activation with a
positive slope are the cause of overfitting that is prevented early by the early

Table 5.1 Optimum Weights for Three Random Weight Initializations

Weight

Initial

Neuron 1

(a01, a11) b1

Neuron 2

(a02, a12) b2

Neuron 3

(a03, a13) b3

Neuron 4

(a04, a14) b4 Bias b0

1 (K0.73, K0.89)
K0.46

(0.91, 0.72)
2.59

(0.31, K0.50)
11.47

(K0.40, 1.3)
5.3

K10.1

2 (1.27, 0.97)
2.36

(0.09, K2.19)
K1.6

(1.23, K1.17)
K3.5

(K0.6, 0.47)
K11

6.0

3 (K0.43, K0.1)
K66.3

(0.62, K1.13)
K3.7

(0.04, K0.34)
41.7

(K0.33, K0.81)
K8

11.1
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stopping method. Because their active regions are in the input space of the
data, further training would lead to continuity of activation of these two
neurons. In the third network, however, the two redundant neurons weakly
contribute to weight change, and they do not cause overfitting.

5.3.1.3 Effect of Random Sampling

The effect of different training samples is demonstrated to address the
robustness of networks in relation to different training samples. In many real
situations, only a sample from the population of data is available, and the
model must give the assurance that results are robust even though only one
particular training dataset is used for training. Results have already been
shown for one case of training and validation datasets in the two previous
sections for the network in Figure 5.4a in Section 5.3.1. The data shown
along with the original pattern in Figure 5.3 is called “random sample 1.” The
first random weight initialization from Figure 5.4b (random weight
initialization 1) is used in the following two experiments so that only the
datasets change although everything else remains the same.

The two experiments are conducted by repeating the training process
twice with data generated from the same true pattern shown in Figure 5.3,
but with different random noise values added to the data generated from it.
Random sample 2 is shown in Figure 5.13a along with the true pattern.
Figure 5.13b–Figure 5.13f presents initial network output, training
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Figure 5.12 Hidden neuron activation for the three random weight initializations:
(a) random initialization 1, (b) random initialization 2, (c) random initialization 3
(no overfitting).
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performance, optimum network output, fully trained overfitted network
output, and the weights in the initial epochs of training, respectively, for the
training and validation data sampled from random sample 2. The best
network is obtained at epoch 2 (Figure 5.13f) where the weights are the
smallest beyond what they grow resulting in overfitting. The RMSE on
validation data and true pattern for the model obtained from early stopping
(Figure 5.13d) are 0.270 and 0.136, respectively, where they are 0.423 and
0.277, respectively, for the fully trained model. Error of the fully trained
network on the training data is 0.147.
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Figure 5.13 Network performance for random sample 2: (a) original pattern and
data, (b) initial network performance (solid line) superimposed on target pattern
(dashed line) and training data, (c) training performance (solid line—training,
dashed line—validation), (d) optimum network output, (e) final overfitted network
output, and (f) weights in the initial training epochs (optimum weights occur at
epoch 2).
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For random sample 3, the optimum network output, training
performance, final network output, and the weights in the initial epochs,
respectively, are shown in Figure 5.14a–Figure 5.14d. The network behavior
on this dataset is interesting. As shown, the network has experienced very
little overfitting compared to the first two random samples. The minimum
error on the validation set occurs at epoch 7 as shown in Figure 5.14b and
Figure 5.14d; Figure 5.14d demonstrates that for this case, initial weights are
too small and must grow to a point to capture essential trends in the data. It
also shows that weights are stable beyond epoch 7 where they grow in a
restrained manner. This again points out that even in a network with a large
number of weights, complete training may not lead to severe overfitting in
some cases, depending on the manner that the initial weights grow in
response to data.

Because in this experiment all three networks had similar initial weights
corresponding to weight initialization 1 in the previous section, the effect of
random weights has been eliminated. Therefore, the restraint in the growth
of weights up to the optimum and not growing beyond this point in this case
must have been driven by the data itself. The hidden neuron activation
patterns for this network that did not overfit are shown in Figure 5.15a. This
activation configuration is similar to that of the networks whose capacity to
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Figure 5.14 Network performance for random sample 3: (a) optimum network
output superimposed on training data, (b) training performance (solid line—
training, dashed line—validation), (c) final fully trained network output (solid line)
superimposed on true pattern (dashed line) and training data, (d) weights in the
initial training epochs (optimum weights occur at epoch 7).
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overfit was restrained by early stopping in the previous experiment where
the effect of random weight initialization was studied (see Figure 5.12). This
indicates that data has regularized the weights by appropriately shifting the
active regions of hidden neuron functions to naturally obtain the optimum
configuration for them. Such regularization works for data that represents the
original pattern uniformly throughout the input space (i.e., the network has
no choice but go through the cloud of data). The data in random sample 3 is
presented in Figure 5.15b. This concept of controlled growth of weights and
subsequent stabilization is used in the method called regularization
that helps directly find optimum weights that improve generalization and
is shown later in the chapter.

The results from explorations with random sampling indicate that the
network is robust in finding the optimum weights with different random
training samples. The optimum networks do not follow the data too closely,
as do the overfitted networks. However, for some datasets, overfitting may
not set in. The optimum network in this case is still reliable. This occurs
because for such a sample, some weight regularization has naturally come
into effect leading to controlled growth of weights up to the point of best
generalization and naturally stopping further growth. It appears that
regularization in the network trained with random sample 3 was caused
by the data, indicating that the network is sensitive to training data. The next
section discusses how to impose regularization from outside as part of
model fitting so that regularization takes effect compulsorily,
not accidentally.

Generally, the more data obtained, the better the generalization and the
less the overfitting. This idea is schematically illustrated in Figure 5.16. In
regions of the input space that have many observations, the noise will smear
the data patterns, making it difficult for the network to precisely fit
individual data points. Thereby, the network is forced to go through the
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Figure 5.15 Data and hidden neuron activation for the case without overfitting:
(a) hidden neuron activation for the optimum network that does not experience
overfitting and (b) random data sample 3 that led to the controlled growth of
weights to prevent overfitting.
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center of the data cloud preventing overfitting. However, in regions where
the data are sparse, it can overfit. To take advantage of this situation, noise
can be artificially added to data to improve generalization. For example, if a
small random noise is added to each input pattern as it is presented to the
network, it will be difficult for the network to follow each data point exactly.
In fact, Siestma and Dow [2,5] have shown that, in practice, training with
noise leads to improvements in network generalization.

Table 5.2 shows the optimum weights achieved for the three random
datasets. The first row shows the results for the first network in the
earlier experiment where the effect of random initial weights was tested
(see Table 5.1).

The sets of weights in Table 5.1 and Table 5.2 represent different
networks. Some networks show some similarity in weights; however, they
are not generally similar. Predictions from all the networks are good. As
previously explained, the reason for this is that redundancy in weights forms
a correlation structure, and this provides latitude for individual weights to
change while preserving the correlation structure of the weights. There are
many such possibilities. Therefore, it is important to remove such
redundancies to obtain models that are robust and consistent and that
have optimum complexity.

Target and
predicted

output

x

Figure 5.16 Noise in data that helps prevent overfitting and improve
generalization.

Table 5.2 Optimum Weights for Random Data Samples

Data

Initial

Neuron 1

(a01, a11) b1

Neuron 2

(a02, a12) b2

Neuron 3

(a03, a13) b3

Neuron 4

(a04, a14) b4

Bias

b0

1 (K0.73, K0.89)
K0.46

(0.91, 0.72)
2.59

(0.31, K0.50)
11.47

(K0.40, 1.3)
5.3

K10.1

2 (K0.22, K0.22)
K11

(0.87, 0.1)
19.7

(K1.3, 2.1)
4.0

(K1.2, 0.64)
K8

19.8

3 (K0.72, K0.93)
K9.0

(0.9, 0.68)
0.12

(0.18, K0.93)
32.8

(K0.42, 1.27)
22

K23.3
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5.3.1.4 Effect of Model Complexity: Number of Hidden Neurons

Bias–variance dilemma can be resolved by externally controlling model
complexity through adjustment of number of hidden neurons. The effect of
the number of neurons is examined to evaluate the effectiveness of
early stopping.

Single hidden neuron. Figure 5.17 shows the data, initial pattern (dashed
line), and a fully trained network output (solid line) for one hidden neuron.
With one neuron, the network has captured the trend only in a small region
of the pattern.

Two hidden neurons. The improvement of the network output with the
addition of another neuron is shown in Figure 5.18. This did not result in
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Figure 5.17 One-hidden-neuron network output (solid line) superimposed on
true pattern (dashed line) and data.
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Figure 5.18 Fully trained two-hidden-neuron network output (solid line) super-
imposed on actual pattern (dashed line) and training data.
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overfitting either; therefore, a fully trained network is the optimum. This
occurs, as Figure 5.18 shows, because a fully trained two-hidden-neuron
network output is similar to the one obtained with four hidden neurons
trained with early stopping until the validation error starts to increase.

The two-neuron network was trained starting from several initial
conditions, and overfitting did not result for any of the conditions, showing
that the network is not too rigid. The outputs of the optimum and fully
trained networks for all trials were identical. The hidden-neuron activation
for a typical two-hidden-neuron network is shown in Figure 5.19. It is
evident that this particular combination of neuron activation has been
dominant in all the previous networks, regardless of the number of hidden
neurons, as illustrated in Figure 5.12 and Figure 5.15a.

Three hidden neurons. Next, the network was trained with three hidden
neurons starting from different initial conditions. In four out of five times,
overfitting did not set in. Only once did some slight overfitting result.
The optimum network prediction was identical to that with two neurons. The
hidden-neuron activation for three neurons in a nonoverfitted network is
shown in Figure 5.20a. The output of the only overfitted network is shown in
Figure 5.20b with the smallest dashes. The output of the network obtained
fromearly stopping (solid line) for this case and the truepattern (intermediate
dashes) is also shown. Results indicate that the three-neuron network is on
the border line beyond where serious overfitting invariably occurs.
Figure 5.20a also points out the dominant trend of the two sigmoid functions
with negative slopes that recurred in all previous networks.

5.3.1.5 Summary on Early Stopping

Overfitting is a common outcome of a network with a large number of free
parameters. In the preceding sections, the effectiveness of early stopping in
obtaining best network weights that produce the best generalization
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Figure 5.19 Hidden neuron activation for the two-hidden-neuron network.
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(i.e., least error on data not used for training) was investigated. Research
found that early stopping effectively finds optimum weights beyond which
overfitting sets in. The robustness of early stopping with respect to changes
in initial random weights and randomness in the training and validation data
was checked. It was revealed that in all cases, early stopping produced a
network that generalizes well. In all but two cases, complete training lead to
severe overfitting.

Overfitting is a result of weights growing too large. In the two cases
where there was no serious overfitting, weights reached stable values even
in fully trained networks. The first of these was from trials with random
initial weights, indicating that there are regions in the weight space that can
evolve naturally into optimum weights and stay around these values
resisting change in further training. Such weights would be the ideal set of
weights that preserve the correlation structure of weights naturally.
However, the initial conditions for these optimum weights are not known
a priori; therefore, early stopping provides an effective way to find the set of
weight that provides best generalization.

In the second case, similar nonoverfitting conditions were aroused by
the quality of the data that led to robust weights resistant to overfitting.
Specifically, if noise is present in data in such a way that the network is
forced to go through the cloud of data, overfitting is prevented. A similar
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Figure 5.20 Three-hidden-neuron network performance: (a) hidden-neuron
activation for a nonoverfitted network, (b) optimum network output (solid line)
superimposed on its overfitted network output (smallest dashed line), actual
pattern (intermediate dashed line) and training data.
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situation can be artificially created by adding random noise to inputs each
time they are presented to the network. Generally, the larger the dataset, the
better the generalization; however, typically, the datasets may not be large
enough, and it may not be possible to realistically estimate the sample size
needed to prevent overfitting, especially when there are many input
variables affecting the outcome. In such situations, a method such as early
stopping is needed to improve generalization.

In the next section, regularization that prevents the growth of relevant
weights beyond the point of best generalization while suppressing the
growth of irrelevant weights is examined.

5.3.2 Regularization

The examples used to demonstrate early stopping in the previous sections
indicate that overfitting is a result of weights becoming too large. Two
network trials there led to controlled growth of weights until the end of
training without relying on early stopping. Regularization is a method
proposed to do this effectively as part of model fitting by limiting the
flexibility of a network [2,4]. It attempts to limit the number of efficient
parameters (weights) by minimizing the sum, W, of a regularization term
and MSE instead of MSE alone as given in Equation 5.1:

W Z MSE Cd
Xm
jZ1

w2
j ; ð5:1Þ

where the second term in the equation is a regularization term, wj is a
weight in the total set of m weights in the network, and d is a regularization
parameter. Basically, regularization keeps the weights from getting large by
minimizing the sum of square weights along with sum of square error. It
pulls the weights that have only a marginal influence on error toward zero
while keeping the weights that efficiently minimize the error. The amount of
regularization is controlled by the constant parameter d, and the larger the d,
the more important the regularization becomes.

In the following example on regularization, the same problem is used that
was used to study the early stopping method in Section 5.3.1. The original
pattern and the noisy data generated from it using a Gaussian distribution
with 0 mean and standard deviation of 0.25 are repeated in Figure 5.21.

Here, the same network, initial weights, and training and validation data
are used as those used for illustrating early stopping with the first set of
random initial weights in Section 5.3.1. There are four hidden neurons with
logistic transfer function in the hidden neurons and a linear output neuron
(Figure 5.4a). The network is trained using the Levenberg–Marquardt
method, and the validation set is used as a guide, as in the early stopping
method. The network was trained with three values of regularization
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parameter. Figure 5.22 shows the best results obtained (for d value of
0.0001) after testing several d values.

Results show that the network training completes in six epochs, and the
optimum network is obtained at epoch 4. Weights initially increase, but they
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Figure 5.21 Original pattern and noisy data generated from it.
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Figure 5.22 Network results for regularization parameter 0.0001: (a) training
progress (solid line—training data, dashed line—validation data), (b) optimum
network output (solid line) for weights at epoch 4 superimposed on original
pattern (dashed line) and noisy data generated from original pattern and
(c) network weights for the first six epochs.
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decrease with training and remain constant beyond epoch 4. Training has
ended much more quickly (in six epochs) with regularization because the
weights do not change after epoch 4, demonstrating the effectiveness of the
method. The optimum weights obtained from early stopping alone and with
regularization for this case are shown superimposed on initial weights in
Figure 5.23a and Figure 5.23b for input-hidden neurons and hidden-output
neurons, respectively.

Figure 5.23 shows that the initial input-hidden weights are too small and
must grow. Regularization has grown (relaxed) the weights more than early
stopping to find the optimum values. This is evidenced by the weights in
Figure 5.23a and Table 5.3 that show all but one input-hidden weights are
larger for the best regularization parameter of 0.0001 found from trial and
error than those for early stopping alone. Results for training with two other
values of generalization parameter are also presented in Table 5.3. In
contrast, the magnitude of most of the hidden-output weights obtained from
regularization is only half that produced by early stopping, as shown in
Figure 5.23b where, for clarity, b0 is plotted against the resultant of all
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Figure 5.23 The weights from early stopping alone and with regularization
(dZ0.0001) superimposed on initial weights: (a) input-hidden weights and
(b) resultant of hidden-output weights plotted against bias weight b0.

Table 5.3 Comparison of Optimum Input-Hidden Weights from Early
Stopping Alone and with Regularization

Method/Weights a01 a11 a02 a12 a03 a13 a04 a14

Early stopping K0.73 K0.89 0.91 0.72 0.31 K0.5 K0.4 1.3

Regularization
(0.0001)

K0.97 K1.85 0.29 1.06 2.53 K0.70 K0.76 1.93

Regularization
(0.001)

K0.51 K0.93 0.82 0.69 0.68 K0.51 K0.44 1.54

Regularization
(0.01)

K1.67 0.59 0.27 K0.4 0.11 K1.48 K0.42 1.77
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hidden-output weight values, i.e.,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2

1Cb2
2Cb2

3Cb2
4

q
from regularization

and early stopping conditions. The actual values of hidden-output weights
are shown in Table 5.4 along with the RMSE for several values of the
regularization parameter. Initial weights used for both layers were small
random values closer to zero.

As far as the equivalence of early stopping and generalization is
concerned, Table 5.4 shows that a performance (validation RMSE) similar to
that obtained from early stopping (RMSEZ0.3) is given by the
regularization parameter 0.001. For this situation, the optimum weights
and validation sample error are shown in Table 5.3 and Table 5.4 and the
training performance, network output, and weight evolution are shown in
Figure 5.24.

Figure 5.24 indicates that a good generalization with a regularization
parameter of 0.001 results. Final input-hidden and hidden-output weights
are shown in Figure 5.25.

For the regularization parameter of 0.001, less relaxation on input-
hidden weights and hidden-output weights is noted compared to those for
optimum d value of 0.0001. This means that more control is put on keeping
the weights small. The input-hidden weights are similar to those obtained
from early stopping alone for this regularization parameter. Figure 5.26
shows results for regularization parameter of 0.02. It shows that weights are
now pulled toward zero, resulting in poor model predictions because of
bias (i.e., lack of fit).

A further increase of d to 0.1 makes the model completely incapable of
finding optimum weights, as shown in Figure 5.27. As the figure shows,
when the regularization parameter is too high, more emphasis is put on
keeping weights small. Thus, weights are pulled much more strongly
toward zero than necessary, to the detriment of model performance causing
severe bias.

Table 5.4 Comparison of Optimum Hidden-Output Weights and Network
RMSE from Early Stopping and Regularization

Method/Weights b0 b1 b2 b3 b4 Validation RMSE

Early stopping K10.13 K0.46 2.59 11.4 5.29 0.30

Regularization
(0.0001)

K1.35 K2.04 K3.71 3.66 2.90 0.276

Regularization
(0.001)

K3.65 K3.08 K1.54 7.47 3.17 0.30

Regularization
(0.01)

K0.50 K3.35 2.63 K1.55 1.67 0.285
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Figure 5.25 The weights from early stopping alone and with regularization
(dZ0.001) superimposed on initial weights: (a) input-hidden weights and (b)
resultant of hidden-output weights plotted against bias weight to output neuron.
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Figure 5.24 Network results for regularization with dZ0.001: (a) training
progress (solid line—training data, dashed line—validation data), (b) optimum
network output (solid line) for weights at epoch 2 (found using validation set)
superimposed on original pattern (dashed line) and noisy data generated from
original pattern and (c) network weights for the first three epochs.
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As explained, a good generalization parameter effectively finds optimum
weights more quickly than early stopping, but larger values can restrict the
growth of weights, severely deteriorating the model performance because
of a lack of fit. To put this in perspective, a comparison of regularization’s
and early stopping’s performance is shown in Figure 5.28.

Figure 5.28 shows the effect of regularization parameter on the
regularized training criterion, W, and the RMSE on both training and
validation data. The top line is for W (regularized criterion), and the next
two are for RMSE. Also shown in this figure is the validation error from early
stopping shown as a horizontal dashed line drawn for the purpose of
comparison. The figure shows that below a certain value of the
regularization parameter (about 0.02 in this case), optimizing weights
using regularization is superior to that using early stopping.

Because the regularization training criterion (W) has an extra sum of
square weight component added to MSE, W is larger than RMSE, as shown in
the figure. The effect of regularization on RMSE has an exponential form for
this example.
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Figure 5.26 Model performance for regularization parameter d of 0.02:
(a) training progress (solid line) and validation performance (dashed line),
(b) model predictions (solid line), original pattern (dashed line) superimposed on
noisy data generated from the original pattern, (c) weight change during training,
and (d) optimized input-hidden weights from early stopping and regularization.
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5.4 Reducing Structural Complexity of Networks
by Pruning

The previous two sections presented two methods of keeping weights
small: early stopping and regularization. In early stopping, training is
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Figure 5.27 Model performance for regularization parameter of 0.1: (a) training
progress (solid line) and validation performance (dashed line), (b) model
predictions (solid line), original pattern (dashed line) superimposed on noisy
data generated from the original pattern, (c) weight change during training,
(d) optimum input-hidden weights from early stopping and regularization
superimposed on initial random weights.
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Figure 5.28 Effect of regularization parameter on the regularized training
criterion (W) and root mean square error (RMSE) on training (tr), and validation
(val) data. Horizontal line depicts the root mean square error for early stopping
(ES), drawn for the purpose of comparison with regularization.
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stopped when the error on the validation set starts to increase. Weights at
this point are the optimum weights. Further training beyond this point
makes weights grow very large. In regularization, a regularization parameter
equal to the sum of square of weights is minimized along with MSE. The
advantage of this method is that training takes less time, and once the
optimum weights are reached, they do not continue to grow. Both these
methods use all weights in training and do not reduce the structural
complexity of the model. As shown, when more than optimum weights are
in the network, different training sessions produce different sets weights.
This needs to be resolved to make a model transparent and to make realistic
conclusions from the model outcomes. One way of achieving this goal is to
reduce the structural complexity of networks so that only the essential
weights and neurons remain in the model. An approach to this is
network pruning.

Several approaches have been proposed to prune networks. Reed [6]
presents the first survey of pruning methods where some simple intuitive
methods based on the value of weights and neuron activation values have
been proposed. For example, the concept of “goodness of factor” [7]
assumes that an important neuron is one that frequently excites and has
large weights to other neurons. The concept of “consuming energy”
assumes that important units excite neurons in the next layer [7]. The
weakness of these two methods is that when a neuron’s output is more
frequently zero than one, that unit might be removed as unimportant
although this may not be the case. Magnitude-based pruning (MBP) is based
on the assumption that small weights are irrelevant [5,7]. However, small
weights may be important when compared to larger weights because the
latter may cause saturation in hidden and output neurons due to their large
magnitudes pushing the activation into less active regions of neuron transfer
functions. Some later developments are optimal brain damage (OBD) [8]
and its variants, optimal brain surgeon (OBS) [9,10] and optimal cell damage
(OCD) [11]. These methods perform sensitivity analysis on training error to
prune weights. More recently, analysis of variance of sensitivity of error or
output to network parameters [12] has been proposed to efficiently prune
weights, neurons, and inputs. In the next section, the concepts involved in
two methods, OBD and variance analysis of sensitivity, are detailed, and
their application to pruning networks to retain a network with the least
structural complexity is illustrated.

5.4.1 Optimal Brain Damage

In this method, weights that are not important for input–output mapping are
selected and removed. The importance or saliency of a weight is measured
based on the cost of setting a weight to zero [3,6]. The saliency of a weight
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can be computed from the Hessian matrix introduced with the Gauss
Newton and Levenberg–Marquardt learning methods in Chapter 4
(see Equation 4.48). Recall that the Hessian is the second derivative of the
network error with respect to a pair of weights, wi, wj, as repeated in
Equation 5.2:

Hij Z
v2E

vwivwj

: ð5:2Þ

This matrix is nonlocal in that it uses the derivative with respect to a pair
of weights and for large networks can become computationally costly. A
local approximation to this that uses only the diagonal terms involving
individual weights can be used as follows to overcome this problem. Then
the saliency si of a weight wi can be computed as

si Z
Hiiw

2
i

2
; ð5:3Þ

where Hii denotes the diagonal entries of the Hessian matrix, that contain
the square of the derivative of network error with respect to each of the
individual weights, wi. Thus, Hii indicates the acceleration of the error with
respect to a small perturbation to a weight, wi. By multiplying Hii by w2

i , an
indication of the total effect of wi on the error is obtained. The larger the si,
the larger the influence of wi on error. The other entries of the Hessian
matrix are assumed to be zero; therefore, the second derivative with respect
to weights other than itself is ignored. This implies that the weights of the
network are independent, which may not be true for a network that has
more than the optimum number of weights. To apply this method, a flexible
network should be trained in the normal way and saliency computed for
each weight. Then, weights with small values of saliency are removed. This
may lead to pruning of weights as well as neurons. The reduced network
must be trained again with the weights that are kept, starting with their initial
values. The trained simplified network should perform as well as the
optimum network with larger number of weights. The application of the
OBD method is illustrated next.

5.4.1.1 Example of Network Pruning with Optimal Brain Damage

This method is now applied to the previous four hidden neuron optimum
network trained with a regularization parameter of 0.0001 using the
Levenberg–Marquardt training method to model the noisy data generated
from an original pattern. The original network is shown in Figure 5.4a and
the true pattern and noisy data generated from it are given in Figure 5.3
and repeated in Figure 5.21. For the trained network, calculated saliency
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for all 13 weights is given in Table 5.5. Basically, the second derivative of
error is calculated for each weight in the trained network, and saliency is
computed from Equation 5.3.

Network pruning stage 1 (40 percent of weights pruned). Saliency values
in Table 5.5 indicate that all hidden-output weights have high saliencies.
However, weights a01, a02, a04, and a11 have the smallest saliency values.
These four weights are deleted from the network. This removal amounts to
deleting all input-hidden weights to neuron 1, eliminating neuron 1, and
removing bias weights of hidden neurons 2 and 4. However, when neuron 1
is eliminated, weight b1 is automatically eliminated. Because b1 has the
smallest saliency of all the hidden-output weights, b1 is eliminated as well so
that neuron 1 is completely eliminated. This amounts to removing five out of
13 (i.e., 40 percent) weights, leaving a total of three hidden neurons and
only eight weights. This removal reduces the elasticity or complexity of the
network considerably. The reduced network was retrained, starting with the
corresponding initial weights from the original training. The network
performance is shown in Figure 5.29.

The RMSE on the validation set (Figure 5.29a) for the pruned network is
0.292, comparing well with the performance of the best network that had an
RMSE of 0.276 and the second best network that had an RMSE of 0.285 using
regularization (Table 5.4). Thus, the selective weight removal based on
saliency can produce results comparable to a full network. As indicated in
Figure 5.29b, the network has generalized well and is comparable to the
best full network.

Figure 5.29c indicates that the remaining weights all achieve conver-
gence in 14 epochs, but training now takes longer. The final weights thus
converged are compared to those from early stopping and initial weights in
Figure 5.29d. In this figure, the weights that have been eliminated are shown
as having a value of zero. It shows that the new weights are quite different
from those obtained from early stopping. Recall that the lowest validation
RMSE for early stopping was 0.3 (Table 5.4), indicating that the pruned
network obtained with regularization performs better. In the pruned
network, hidden neurons 2 and 4 have only input-hidden weights active.
Only hidden neuron 3 has both bias and input-hidden weights.

Network pruning stage 2 (54 percent weights removed). After the first
pruning stage, new saliencies for the remaining weights of the retrained
network can be calculated as before, and these, along with the new weights,

Table 5.5 Saliency (Importance) of Weights in the Network (the Higher the
Saliency, the More Important the Weights Are)

a01 a11 a02 a12 a03 a13 a04 a14 b0 b1 b2 b3 b4

0.034 0.08 0.018 0.286 1.66 1.48 0.04 0.13 1.82 1.65 5.99 9.45 3.47
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are presented in Table 5.6. Now weight a14 has very low saliency of 0.086.
If this weight is removed, neuron 4 is eliminated, and weight b4 must be
eliminated because neuron 4 feeds through b4 to the output neuron. Now,
b4 saliency (3.16) is the smallest of all values for hidden-output weights.

Neurons 1 and 4 and the links associated with them are eliminated.
Altogether sevenweights out of 13 (i.e., 54percent) are eliminatedwith a total
of six remaining (i.e., two weights of hidden neuron 3, one weight of hidden
neuron 2, and three output weights including bias). The full network is now
reduced to a two-hidden-neuron network. The network was trained with
these six weights; and the resulting training performance, target and
predicted outcomes, progress of weight adaptation, and final optimum
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Figure 5.29 Performance of the pruned network with regularization parameter
0.0001: (a) training progress (solid line) and validation performance (dashed line),
(b) model predictions (solid line), original pattern (dashed line) superimposed on
noisy training, data generated from the original pattern, (c) weight adaptation
during training, and (d) final input-hidden weights of the pruned network
superimposed on those from early stopping and initial weights for the full network.

Table 5.6 Weights of Pruned Network (40 Percent Weights Removed) and
Their Saliency

a12 a03 a13 a14 b0 b2 b3 b4

Weight 0.388 3.42 K0.777 1.71 K2.02 K3.37 2.80 2.67

Saliency 0.358 1.36 1.04 0.086 4.08 3.53 6.22 3.16
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input-hidden weights are shown in Figure 5.30. Results indicate that this
simpler network takes even longer to train than the previously
pruned network.

TheRMSEonvalidationdata is now0.285, smaller than that of thenetwork
with five weights removed (RMSE (validation)Z0.292) yet close to that of
the full model with an RMSE of 0.276 on the validation set (see Table 5.4).
The training RMSE of 0.208 is, however, slightly higher than that of the full
model (0.1805) and the network with five weights removed (RMSE
(training)Z0.173). With seven (or 54 percent) weights removed, the
reduced network still generalizes well. This two-hidden-neuron network
with validation RMSE of 0.285 performs better than the original two-hidden-
neuron model trained earlier (validation RMSEZ0.301) in the assessment of
the effect of hidden neurons in Section 5.3.1.4 and presented in Figure 5.18.
Because the optimum number of neurons is not usually known, a judgment is
made. What is known from pruning can be considered as a
good approximation.

Network pruning stage 3 (70 percent weights eliminated). To see if the
network can be further pruned, the weight saliencies can be calculated on
the reduced model for the six remaining weights. These are presented in
Table 5.7.
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Figure 5.30 Performance of the pruned network with 54 percent weights (seven
weights) eliminated and six weights remaining (regularization parameter 0.0001):
(a) training performance, (b) model predictions (solid line), original pattern
(dashed line) superimposed on noisy data, (c) weight adaptation during training,
and (d) final input-hidden weights of the pruned network superimposed on those
from early stopping and initial weights for full network.
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Now, the saliency of weight a12 (0.078) is very small. If this is dropped,
hidden neuron 2 is removed, and b2 must also be removed. As shown, b2 has
the smallest saliency (3.102) of all hidden-output weights. If these two
weights are removed, the result is four weights and one hidden neuron. One
neuron is not enough to model the nonlinear function, as illustrated in
Figure 5.31. It shows that removing hidden neuron 2 has a severe impact on
the network performance. This exercise shows that there is a definite
threshold for the architecture of the simplest network that generalizes well
before the network performance is severely impacted. It also shows the
sensitivity of the network to the removal of an essential neuron. Removal of
the last neuron completely deteriorated the performance of the network.

The OBD method systematically removes weights that do not
significantly contribute to the network output. To find these weights, it
uses the second derivative of the network output with respect to a weight.
In this example, the original four neurons can be reduced to two, and
the original 13 weights can be reduced to six while maintaining the
same level of generalization as the original model that has much
greater flexibility.

Table 5.7 Weights of Pruned Network after Removing 54 Percent
Weights and Their Saliency

Weight a12 a03 a13 b0 b2 b3

Saliency 0.078 1.28 1.39 28.7 3.10 18.03
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Figure 5.31 Performance of the pruned network with 70 percent (or nine) weights
eliminated leaving only four weights associated with one hidden and output
neuron (regularization parameter 0.0001). Model predictions (solid line), original
pattern (dashed line) superimposed on training data.
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The output of the pruned network with two neurons is

z ZK5:36 C
2:63

1 CeK1:84x
C

5:86

1 C0:345e0:399x : ð5:4Þ

The sensitivity of the network output to inputs is expressed by the first
derivative (gradient) and second derivative (curvature) of network output
with respect to inputs. For the pruned network, these can be calculated from
Equation 5.4, and the resulting gradient and curvature are shown in
Figure 5.32a and Figure 5.32b. In the case of multiple inputs, sensitivities are
given by the partial derivative of the output with respect to each input.

Figure 5.32a shows that the output is highly sensitive to the input in the
vicinity of xZ0, as indicated by the high gradient in this region. The original
target function in Figure 5.3 and Figure 5.21 confirm this. Because this is a
nonlinear function, the sensitivity of output to input is not constant but
situation dependent (i.e., dependent on x). In contrast, for linear models
such as linear regression, the sensitivity is a constant that is the coefficient
associated with that input in the model, and it is the partial derivative of the
output with respect to that input when there are more than one inputs.
Therefore, in nonlinear models, situation dependency must be incorporated
in the assessment of both the contribution of inputs to output and in
selecting relevant inputs. The maximum and minimum of second derivative
of a function show the exact locations where the output function changes
direction (points of inflexion). These points in Figure 5.32b correspond to
the points where the true function changes direction. Thus, the pruned
network has captured the intrinsic trend, underlying the true pattern
represented by the noisy data. These ideas will be further used to prune
irrelevant inputs, hidden neurons, and output neurons as this
chapter continues.
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Figure 5.32 Sensitivity of network output to input (a) first derivative (gradient)
and (b) second derivative (curvature).
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This section presented how OBD method uses saliency or importance of
weights to remove irrelevant weights. In the process, weights and neurons
can be eliminated. In this method, sensitivity analysis is performed with
respect to the training error. It results in the use of the second derivative or
curvature of the error surface with respect to a weight to compute a saliency
measure for each weight that reflects the influence small perturbations to the
weight have on the network error. Next, variance analysis of sensitivity
(gradient) for network pruning is studied.

5.4.2 Network Pruning Based on Variance of
Network Sensitivity

The objective of pruning is to downsize the model to the level of least
complexity that still provides thebest generalization. In this section, amethod
that uses the variance analysis of the sensitivity of the output of the network to
the perturbation of its parameters, as proposed by Engelbrecht [12], is
explored. Sensitivity denotes the derivative or gradient. Hornik et al. [13] and
Gallant and White [14] showed that when the network model converges
toward the target function, all the derivatives of the network also converge
toward the derivatives of the underlying target function. This is also demon-
strated in Figure 5.32 for the example in the previous section. Therefore,
output sensitivity (vz/vq) can be effectively used for assessing the
relevance of parameter q that can be a weight, an input, or a hidden neuron
output. Engelbrecht [12] states that the two approaches to sensitivity analysis,
using error function and output function, lead to the same results in terms of
parameter relevance. However, sensitivity analysis using output function is
much simpler.

In variance analysis of sensitivity, a parameter q can be an input (x),
hidden-neuron activation (y) or weight (w). As discussed in Chapter 4, error
gradient of a network depends on the inputs meaning that each input
pattern results in a unique gradient. The same is true for output (z)
sensitivity so each input pattern results in a unique value for parameter
sensitivity (vz/vw, vz/vy, vz/vx, etc.). In the variance of network sensitivity
approach, it is proposed to compute a “variance nullity measure” that tests
whether the variance in parameter sensitivity over all input–output patterns
is significantly different from zero. If the variance in parameter sensitivities is
not significantly different from zero and the mean sensitivity across all
patterns is small, the corresponding parameter has little or no influence on
the output of the neural network over all the patterns. This measure is used
in a hypothesis test using chi square (c2) distribution to test statistically if a
parameter should be pruned. The hypothesis simplifies to testing if the
expected (mean) value of sensitivity of a parameter over all patterns is zero,
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as will be demonstrated later. First, an expression for the expected (mean)
value must be found. Then, the test statistic following the approach of
Engelbrecht [12] must be developed.

If the sensitivity with respect to a parameter is denoted by Sq, then
variance of Sq denoted by s2

sq
can be expressed as

s2
Sq

Z

PN
iZ1

ðSqi K mSq
Þ2

N
ð5:5Þ

where mSq
is the mean sensitivity over the total N input patterns and i is the

pattern number. Equation 5.5 can be simplified to

s2
Sq

Z

PN
iZ1

ðS2
qi K 2SqimSq

Cm2
Sq
Þ

N
Z

PN
iZ1

S2
qi

N
K 2mSq

PN
iZ1

Sqi

N
Cm2

Sq
Z mS2

q
K m2

Sq

ð5:6Þ

This yields an expression for the expected value of sensitivity with
respect to parameter q, mSq

, in the form of

mS2
q

Z m2
Sq

Cs2
Sq
; ð5:7Þ

which consists of a bias component, mS2
q

(i.e., mean of sensitivity square),
and a variance component, s2

Sq
. Both must be zero for irrelevance of a

parameter. Equation 5.7 states that the mean or expected value of sensitivity
square is the square of mean value of sensitivity plus variance of the
sensitivity. Because the chosen hypothesis involves both mean and
variance, the test of mS2

q
Z0 would encompass testing both m2

Sq
Z0 and

s2
Sq

Z0. To test the hypothesis, two hypotheses must be tested:

ð1Þ H0: m
2
sq

Z 0

ð2Þ H0: s2
sq

Z 0: ð5:8Þ

If the first hypothesis is rejected, a parameter is relevant and cannot be
pruned. If accepted, then the second hypothesis also must be tested because
large positive and negative values of sensitivity can cancel each other and
produce a sum close to zero, indicating that the parameter is not significant.
In fact, this may not be true. Therefore, testing the second hypothesis is
critical and it makes sense to do this first.

For testing the second hypothesis, relevance of a parameter, gsq
, is

defined in terms of parameter variance nullity. This is the statistical nullity of
the variance of the sensitivity of the output to a network parameter
calculated over patterns iZ1, ., N and is expressed as
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gSq
Z

ðN K 1Þs2
Sq

s2
0

; ð5:9Þ

where s2
Sq

is the variance of the sensitivity of the network output to
perturbation of parameter q as before and s2

0 is a value close to zero. The
s2

Sq
for one output network and N input patterns can be estimated from

s2
Sq Z

PN
iZ1

ðSqi
K �SqÞ

2

N K 1
; ð5:10Þ

where �Sq is the mean of parameter sensitivity Sq over the sample of N
patterns:

�Sq Z

PN
iZ1

Sqi

N
ð5:11Þ

The hypothesis that the variance is close to zero is tested for each
parameter q with the null hypothesis:

H0: s2
Sq

Z s2
0: ð5:12Þ

Since s2
0 cannot be made zero in Equation 5.9, the variance, s2

sq
, cannot be

hypothesized as exactly zero. Instead, a small value close to zero is chosen
for s2

0, and the alternative hypothesis becomes

H1: s2
sq

!s2
0: ð5:13Þ

A parameter is pruned if the alternative hypothesis is accepted. Under
the null hypothesis, the variance nullity measure in Equation 5.9 follows a
c2(NK1) distribution where NK1 is the degrees of freedom for N patterns. A
lower critical c2 value gc, obtained from c2distribution tables, is

gc Z c2
NK1;ð1Ka=2Þ;

where a is the level of significance. For example, if aZ0.05, it means that
the acceptable level of incorrectly rejecting the null hypothesis five times
out of 100. Smaller a values result in a stricter pruning algorithm. The
hypothesis is tested for each parameter. If gsq

%gc for a particular parameter,
the alternative hypothesis is accepted, and the parameter is pruned.
Otherwise, the null hypothesis is accepted, and the parameter is not pruned.
The success of pruning depends on the value of s2

0. If it is too small, no
parameter is pruned. If it is too large, even the relevant parameters will be
pruned. Therefore, it is good to start with a small value and increase it if no
parameters are pruned. Engelbecht [12] uses an initial value of 0.0001 that is
incremented ten-fold in every pruning step.
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Concerning the first hypothesis that m2
Sq

Z0, it is not essential to do this
step separately because in the test of variance nullity and checking the
performance of the pruned network, this step is taken care of automatically.
For example, if mean sensitivity and variance are both close to zero for a
weight, the variance nullity measure will prune that weight, and the reduced
network will perform satisfactorily. If variance is greater than zero but mean
is approximately zero, variance nullity would not allow for that weight or
parameter to be pruned. In the third case, if variance is approximately zero
but mean is larger than zero, a weight should not be pruned. Although
variance nullity measure does not specifically test for this case, a part of the
pruning process is to test that the pruned network performance is
acceptable. If the results are not acceptable, the previous network
architecture is restored, preventing the elimination of relevant parameters.
Therefore, only hypothesis test 2 can be used where variance nullity
measure is tested for eliminating irrelevant parameters.

5.4.2.1 Illustration of Application of Variance Nullity in Pruning
Weights

Here, the variance nullity measure is applied to the nonlinear approximation
problem studied in the previous sections to see how efficiently the method
reduces the complexity of the network. Recall that the problem is one-
dimensional, and data was generated from the pattern shown in Figure 5.3
and also in Figure 5.21 by adding a small noise generated from a Gaussian
distribution with mean 0 and standard deviation 0.25. The original network
had four hidden neurons (Figure 5.4a), and the optimum network obtained
from regularization is used here (see Section 5.3.2 and Figure 5.22). Both
training and validation datasets had 15 observations each.

Network pruning with variance nullity measure—stage 1. The variance
nullity measure requires the calculation of gradient (sensitivity) of the
network output to each of the weights. Because gradients were discussed in
Chapter 4, the concept is used straightaway and applied to the optimum
network shown in Figure 5.22. The combined training and validation datasets
(30 observations) is used for this analysis, and the sensitivity of output with
respect to each weight for all input patterns resulting in 30 sensitivity values
for each of the 13 weights are obtained. The variance of the sensitivity s2

sq
for

each weight across all patterns is presented in Table 5.8. The critical c2 for this
case for aZ0.01 is c2

ð30K1; 0:995ÞZ13:12. Initially, a small value of 0.01 for s2
0

was used in Equation 5.9 to obtain gsq, which is the c2 test statistic for the 13
weights. This indicated that only b0 has a c2 test statistic (0) smaller than the
critical value of 13.2. Therefore, at this level of s2

0, null hypothesis is accepted
for all weights but rejected for b0. Therefore, only b0 can be pruned. Instead,
s2

0 was increased to 0.1, and the resulting c2 test statistic and the difference

232 & Neural Networks for Applied Sciences and Engineering



Ta
b
le

5
.8

V
ar

ia
n
ce

o
f

Se
n
si

ti
vi

ty
o
f

W
ei

gh
ts

an
d

c
2

V
al

u
e

fo
r

s
2 0

Z
0
.1

a 0
1

a 1
1

a 0
2

a 1
2

a 0
3

a 1
3

a 0
4

a 1
4

b
0

b
1

b
2

b
3

b
4

s
2 s q

0.
02

5
0.

02
1

0.
1

0.
25

5
0.

12
1

2.
11

7
0.

05
0.

03
3

0
0.

20
2

0.
16

4
0.

05
4

0.
20

5
c

2
7.

4
6.

1
29

.0
74

.0
35

.2
61

4.
1

14
.7

9.
62

0
58

.6
47

.7
15

.6
59

.5
c

2
K

c
2 cr

it
K

5.
7

K
7.

0
15

.9
60

.9
22

.1
60

1
1.

64
K

3.
5

K
13

45
.5

34
.6

2.
5

46
.4

Implementation of Neural Network Models & 233



between the test and critical c2 are also shown in Table 5.8. The negative
values for the difference indicate the weights that can be pruned.

Table 5.8 indicates that a01, a11, a14, and b0 weights have smaller test
values than the critical values. Therefore, the alternative hypothesis
(Eq. 5.13) is accepted for these, and weights can be pruned. Note that this
result is partially similar to that from the weight saliency measure in OBD in
Section 5.4.1. Results from the variance nullity test are graphically presented
in Figure 5.33, where bars indicate the test values in ascending order, and
the horizontal line represents the critical c2 value.

Values below the horizontal solid line are the weights that can be
pruned. Neurons 1 and 4 are eliminated (note that the results for a04 are on
the border line); however, this means that weights b1 and b4 must also be
eliminated with the two hidden neurons. Because neuron 3 is not deleted, b3

cannot be deleted; b0 is left in to compensate for the deleted output weights.

1 2 3 4 5 6 7 8 9 10 11 12 13
Weight

100

200

300

400

500

600

χ2

Figure 5.33 Chi-square test statistic for variance of sensitivity of output to
weights.
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y2
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Figure 5.34 Pruned network based on variance nullity measure and its
performance: (a) pruned network, (b) trained pruned network output super-
imposed on target pattern and training data.
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Judgment must be used in the decision to prune weights or neurons. The
reduced network after pruning six weights (a11, a14, a01, a04, b1, and b4) is
shown in Figure 5.34a.

The pruned network was retrained with regularization, and the training
and validation RMSE for the pruned network are 0.195 and 0.272,
respectively, and the validation RMSE is slightly better than that (0.276)
for the best full network obtained from regularization in Section 5.3.2.
Because this problem requires at least two neurons, further pruning is not
necessary. Thus, the variance nullity measure pruned the network more
efficiently for this example than did the OBD method using weight saliency.

5.4.2.2 Pruning Hidden Neurons Based on Variance
Nullity of Sensitivity

The variance nullity measure can be applied to prune hidden neurons
directly based on the sensitivity of network output to hidden-neuron
activation. This is an efficient way to reduce the complexity of a network.
Recall that for the aforementioned networks, the notation used for this
sensitivity is vz/vy, where z is the network output and y is the hidden
neuron activation. If linear activation is used in the output neuron, the
sensitivity vz/vy will be equal to the corresponding hidden-output weight
(see derivations in Chapter 4) and does not change across all patterns. For
this reason, if variance nullity measure for hidden neuron activation is used,
a nonlinear activation function for the output neuron must also be used. The
arc tan (i.e., tanK1) function for output activation is used in this example for
illustrating the concept. The output from the optimum network obtained
from training with regularization is shown in Figure 5.35.

How to obtain vz/vy is discussed in detail in Chapter 4 and therefore the
details are skipped here. Presented in Table 5.9 is the variance of the
sensitivity values for the four hidden neuron activations (y1, y2, y3, and y4).
Following the same idea as for individual weights, the hypothesis is tested
that variance in the sensitivity of output to hidden neuron activation is close
to zero. The c2 test statistic for the four neurons relative to the critical value is
shown in ascending order in Figure 5.36 for s2

0Z0:001 and 0:01,
respectively. These values for the two cases are also presented in
Table 5.9. The critical c2 value for aZ0.01 is c2

ð30K1; 0:995ÞZ13:12.
Figure 5.36a shows that neuron 4 can be pruned, and Figure 5.36b

shows that both 1 and 4 can be pruned. This leaves neurons 2 and 3
reducing the network to the exact configuration resulted from variance
nullity measure on weight sensitivity. This illustrates that the approach is
robust. Retraining the reduced network, the results shown in Figure 5.37 are
obtained where the network output is superimposed on the target pattern
where noisy data shown in the figure was generated.
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Figure 5.36 Variance nullity measure for sensitivity of output to hidden-neuron
activation (vz/vy) for significance level (a) of 0.01: (a) s2

0Z0:001, which indicates
that one neuron has variance of sensitivity close to zero; (b) s2

0Z0:01, which
indicates that two neurons have variance close to zero (critical c2 for aZ0.01 is
c2
ð30–1; 0:995ÞZ13:12Þ:

Table 5.9 Variance of Sensitivity of Output to Hidden-Neuron Activation and
c2 Test Statistic

y1 y2 y3 y4

Variance 0.0035 0.007 0.017 0.000193

c2 (s2
0 Z0:001) 103 206 503 5.6

c2 (s2
0 Z0:01) 10 20 50 0.56
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Figure 5.35 Four-hidden-neuron network output with arctan output activation
function (solid line) superimposed on target pattern (dashed line) and noisy data
generated from the target pattern.
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Figure 5.37 shows a good fit to data. The validation RMSE for the pruned
network is 0.277 and for the full network was 0.276 (Section 5.3.2),
indicating that generalization of the pruned network is as good as that of the
original full model.

The network pruning must be done in stages, and if a pruned network
performance is not satisfactory, the original configuration must be restored.
If the pruned network performs better or satisfactorily, then further pruning
can be done until the performance deteriorates. In this example, at least two
neurons are needed so the network will not be further pruned.

The pruning process can also be extended next to removing redundant
inputs based on sensitivity of network output to inputs. In the example,
there is only one input and, therefore, it cannot be extended to illustrate this
point. However, Engelbrecht [12] successfully applied the method to
eliminate redundant inputs. Moreover, Engelbrecht [12] tested the variance
nullity measure on several real-world examples, including three medical
problems, showing that the method is superior to OBD [8], OBS [9,10], and
MBP [5,7]. The latter (magnitude based pruning) involves removing weights
that have small values; however, this is not a good way to eliminate weights
because the network output can still be very sensitive to small weights.

5.5 Robustness of a Network to Perturbation
of Weights

Section 5.3.1 illustrates that depending on the randomness in initial weights
as well as in sampling of data, different weight values can result. However,

–4 –2 2 4
x

–1

–0.5

0.5
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z, t

Figure 5.37 Output of the pruned network (hidden neurons 1 and 4 removed)
obtained from variance nullity measure on the sensitivity of output to hidden
neuron activation, superimposed on target pattern and noisy data.
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the pattern (trend) of hidden neuron activity for these configurations can
still be very similar, regardless of the differences in the values of actual
weights. It appears that it is not the actual weight values that matter; rather,
their correlations [15]. This gives a network with many weights latitude to
assume a range of values while producing the desired response. Thus, with
redundant weights in a network, there is more than one possible set of
weights that preserve the correlation structure. A pruned network would
eliminate redundant weights, narrowing down the possible solutions to a set
of optimum weights. Even so, inherent random noise in training could cause
the weights to fluctuate. A good network can be expected to be stable
against perturbation of weights. To test this idea, random noises of
increasing magnitude are added to the trained weights of the pruned
network in the previous section to see how the network performs.

The weights in the pruned network were perturbed by adding noise
from Gaussian distributions with zero mean and a range of standard
deviation: 0.01, 0.05, 0.1, and 0.2. Because approximately six standard
deviations contain about 99 percent of the observations, these distributions
add noise within G3 percent, G15 percent, G30 percent, and G60 percent
of the individual weight values. For a particular noise distribution, the
amount of noise added to each weight is random within the possible range.
The network output for these perturbations is shown in Figure 5.38 where
the bottom solid line is for a standard deviation of 0.2 providing the
maximum perturbation of G60 percent. The curves for the other three
perturbations are quite close to each other, indicating that the weights are

–4 –2 2 4
x

–1

–0.5

0.5

1
z, t

Figure 5.38 Resilience of the pruned network output to perturbation of weights
simulated by adding Gaussian noise with zero mean. (Bottom solid line is for noise
standard deviation of 0.2 and top three solid lines are for standard deviations of
0.01, 0.05, and 0.1. Dashed line is the target pattern from which noisy data was
generated.)
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quite robust to random errors up to 30 percent of their mean. The network
response shifts while still maintaining the general trend at the noise level of
0.2 standard deviation that perturbs the weights randomly by G60 percent.

Training and validation RMSE for various noise conditions are given in
Table 5.10, showing that network performance is robust against noise up to
noise standard deviations of 0.1 causing up to G30 percent random
perturbation to the weights. At the highest standard deviation of 0.2, the
error is unacceptable and corresponds to the bottom curve in Figure 5.38.

5.5.1 Confidence Intervals for Weights

Because weights are robust against perturbation with noise levels even up to
G30 percent, confidence intervals for the weights were built [16]. This is
illustrated for a noise level of G15 percent added to weights from a
Gaussian distribution with 0.05 standard deviation. Several sets of weights
need to be drawn with each representing one network. Ten sets of weights
around the optimum weights were generated using the noise distribution.
The mean and the standard deviation of the weights are shown in
Table 5.11.

From the results in Table 5.11, 95 percent confidence intervals can be
constructed using methods of statistical inference based on sampling
distribution using

ð1K aÞCI Z �wGta;nK1

swffiffiffi
n

p ; ð5:11aÞ

Table 5.10 Training and Validation RMSE for Various Noise
Levels Applied to Optimum Weights of Pruned Network

Standard Deviation of
Gaussian Noise Distribution

Training
RMSE

Validation
RMSE

0.01 0.204 0.277

0.05 0.199 0.297

0.1 0.297 0.330

0.2 0.770 0.707

Table 5.11 Mean and Standard Deviation of Network
Weights Perturbed by G15 Percent Around the Optimum

a02 a12 a03 a13 b0 b2 b3

Mean K0.49 2.08 1.44 K0.54 K5.73 2.96 6.02

SD 0.051 0.046 0.053 0.037 0.05 0.033 0.027
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where �w is the mean value of a weight, sw is the standard deviation of that
weight, and n is the sample size. In this case, there are 11 observations.
The ta,nK1 is the t value from the t distribution for 1Ka confidence level and
degree of freedom (dof) of nK1. For aZ0.05 and dofZ10, t value is 2.228.
For the mean and standard deviation given in Table 5.11, confidence
intervals for each of the seven weights are constructed and these are
presented in Table 5.12.

If the network output is plotted with these lower and upper limits for
weights, upper and lower limits for network performance can be
constructed. These upper and lower confidence limits are presented in
Figure 5.39 along with the training data, target pattern, and network output
for the mean (optimum) weights.

The results in Figure 5.39 indicate thatmeanand confidence limit valuesof
the weights produce output patterns that preserve the trend of the target
pattern. The network outputs follow the target pattern more closely than they
follow the noisy data, indicating that noise has been eliminated and that the

Table 5.12 Upper and Lower Confidence Interval (CI) Limits for the
Optimum Weights

CI a02 a12 a03 a13 b0 b2 b3

Upper K0.455 2.11 1.48 K0.515 K5.7 2.98 6.04

Lower K0.523 2.05 1.41 K0.566 K5.77 2.94 6.01
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Figure 5.39 Network output for the lower and upper confidence limits for the
individual weights. The smaller dashed line is the network performance with mean
(optimum) weights and the two solid lines are network output for the upper and
lower 95 percent confidence limits for the weights. The medium dashed line
represents the target pattern from which noisy data was generated.
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networks have found the general trend of the target pattern. The original
target pattern in some regions is outside the confidence bands, but the
network only sees the noisy data, not the pattern. The network’s task is made
more difficult by adding a reasonably large noise to the only 15 observations
extracted from the target pattern for training and another 15 for cross
validation. For a larger sample size or for data with less noise, there is no
doubt that the networkwill approximate the target pattern evenbetter. Recall
that a standard deviation of 0.25 was used for the noise distribution when the
original data was extracted from the target pattern (see Section 5.3.1).

The perturbation of network weights to obtain a weight distribution
for each weight as done here is a simple way to introduce randomness to
weights. A random Gaussian noise was added to the optimum weights
obtained through training so the perturbation is around a fixed optimum
set of weights. In Chapter 7, how Bayesian statistics [2,17] can be used
to assess uncertainty of network weights and obtain a probability
distribution of weights within a theoretical framework where the
optimum network weights become the set that is most plausible (i.e., has
the highest probability) is studied. This framework is also used to
assess uncertainty of output errors and sensitivity of outputs to inputs in
Chapter 7 [18,19].

5.6 Summary

This chapter presents a detailed treatment of network development and
assessment of networks’ robustness. The first issue dealt with is the bias and
variance tradeoff that addresses the issue of having suboptimal models that
either underfit (bias) or overfit (variance) the data. A model that does
not have adequate flexibility underfits, and one with too much flexibility
overfits. What is desired is a model that has the required flexibility and
generalizes well for unseen data.

Presented are two methods used for resolving this problem: early
stopping and regularization. In early stopping, training stops when error on a
validation set starts increasing. In regularization, an additional regularization
parameter is added to the square error criterion, and its purpose is to keep
weights from growing, which is the cause of overfitting. Through these
discussions, the chapter illustrates the effect of initial random weights and
random sampling of data. In addition, the problem of nonuniqueness of
weights for these cases is addressed. Furthermore, to shed light on the
nonuniqueness of weights, the hidden neuron activation for various cases of
initial random weights and random sampling is graphically presented to
illustrate the consistency of the approach that a network takes toward a
solution regardless of the number of hidden neurons, random weights, or
random sampling.
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Regularization and early stopping produce networks that generalize
well, but they are not the optimum in terms of least structural complexity.
The simplest possible nonlinear model that generalizes the best is the goal
of modeling data. One approach to achieving such optimum models is
pruning. This chapter presents approaches to pruning networks (weights
and neurons), and it illustrates two pruning methods, optimal brain
damage (OBD) and variance nullity measure, in detail. The robustness of
the pruned networks is tested by perturbing optimum weights through
adding various amounts of random noise to them. This chapter shows that
the weights obtained from regularization are robust even up to G30
percent noise. Finally, confidence intervals are obtained for weights based
on a sample of networks weights extracted from the set of optimum
weights by adding noise. From these, upper and lower confidence bounds
for network performance are obtained.

Problems

1. Explain the importance of model validation and testing and the
specific aspects of model development they address.

2. How do bias and variance affect the generalization ability of a
neural network? What are the causes of error in these two situations?

3. What is the basis of the early stopping method used for improving
generalization?

4. How can data, and sometimes noise, help optimize model
performance? What is the basis for this feature?

5. What is the aim of regularization, and how is it achieved? Explain
the difference between early stopping and regularization.

6. Various approaches can be taken to prune networks for optimizing
structural complexity. What fundamental concepts are used in
pruning? Propose some other potential approaches for improving
the efficiency of pruning.

7. Using a dataset of your choice, separate it into training, validation,
and testing. Perform early stopping and/or regularization on an
initial feedforward MLP network using training and validation data
and test the model with test data.

8. If possible, prune the network trained in Problem 7 to obtain the
best possible model, and compare the results against actual
test data.

9. Extract the optimum weights from the network in Problem 8 or
Problem 7 and obtain an analytical expression for the prediction
model. Understand how the prediction is affected by the inputs by
plotting the model response against inputs.
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10. Extract sensitivity of output to inputs (vz/vx) over the whole
database. Comment if this result and trends found in Problem 9
are compatible.

11. Test the robustness of the model in Problem 8 to perturbation of
weights by adding random noise to the optimum weights and
using these in the model to generate predictions.

12. Generate confidence intervals for the weights, and check if the
target response is captured within the confidence bands.

13. Interpret your model in terms of the objectives of the model
development task. Are the results meaningful?

14. Compare the model with that obtained from a linear method such as
linear regression or any other nonlinear method on the same data.
Comment on the advantages or disadvantages of the neural model.
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Chapter 6

Data Exploration,
Dimensionality
Reduction, and Feature
Extraction

6.1 Introduction and Overview

An important first step in modeling is data exploration. This includes
data visualization for qualitative assessment of trends and relationships, data
cleaning, dimensionality reduction, and extracting relevant inputs and
features that help subsequent modeling. Neural networks for prediction
and classification, such as multilayer networks including multilayer
perceptron (MLP) and radial basis function (RBF) networks, are nonlinear
processors that map inputs nonlinearly to outputs. They do this by the use of
hidden layer neurons linked with inputs. The greater the number of inputs,
the greater the number of weights linking inputs to hidden neurons. This
can adversely affect model accuracy. For example, the greater the number of
free parameters (i.e., weights), the more demanding is the process of
optimizing these weights.

Finding the information most relevant to a problem is generally called
feature extraction. What is really necessary is a model that has only the
relevant inputs or features of a problem that lead to the least number of free
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parameters producing the best model with adequate generalization for the
given data. Therefore, by removing redundant inputs, for example, the
model can be kept more simple. Another problematic aspect of inputs can
be multicollinearity where input variables correlate with one another. The
correlation structure of inputs leads to nonuniqueness of solution, i.e., the
existence of more than one solution for the weights due to interaction
between inputs that translate their correlations to weights, thereby
complicating the optimization of the free parameters. Furthermore,
correlated inputs make a network operate in a dimension reduced from
the original. For example, if there are n variables and d variables are highly
correlated, then essentially there are (nKdC1) independent variables.
The correlated variables can be grouped together, or a representative
from this group may be sufficient to incorporate the effect of the whole
group on the outcome. A model can be greatly simplified if input variables
are independent.

Furthermore, it is not uncommon to encounter practical situations with
many variables but few observations because of the nature of the problem
or difficulty in collecting data. When a network is trained for such cases with
many variables, there will be sparse areas or areas without data in the input
space because of the lack of data, causing the network to experience
difficulties in adequately estimating the large number of free parameters
resulting in a suboptimal solution. In these situations, reducing the number
of input variables may be essential.

In many cases, values of some input variables are expressed by large
magnitudes whereas others may be quite small. This discrepancy can lead to
faulty interpretation by the model because larger weights are adopted for
inputs with larger magnitudes, thereby masking the influence of variables
with smaller magnitudes. This may require normalization of the input data
so that all variables fall in a similar range.

This chapter addresses these important aspects of data preprocessing
and illustrates most of the concepts using an example dataset involving
thermal conductivity in wood in relation to moisture content, density, and
temperature. Histograms, scatter plots, correlation plots, parallel visualiza-
tions, and projections of multidimensional data onto two dimensions are
presented in Section 6.2 as an aid to understand the character, trends, and
relationships in data. Correlation and covariance are used to measure
strength of relationships and dispersions in data, respectively, as illustrated
in Section 6.3. Section 6.4 presents several approaches to normalization:
standardization, range scaling, and whitening. The latter allows normal-
ization of correlated multivariate data.

A great deal of attention is paid to input selection and dimensionality
reduction for improving model development and accuracy. The use of
statistical tools such as partial correlation, multiple regression, and best
subsets regression for input selection are explained in Section 6.5; and
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principal component analysis and partial least squares regression are
presented as suitable methods for dimensionality reduction and feature
extraction in Section 6.6. Outlier detection and noise removal in multivariate
data are addressed in Section 6.7 and Section 6.8. Various approaches to data
preprocessing presented in the chapter are further demonstrated using an
example case study involving a real application in Section 6.9. The positive
effect of preprocessing on structural complexity and model accuracy is also
demonstrated using this case study.

The following example illustrates the methods of data exploration
discussed in Section 6.2 through Section 6.7.

6.1.1 Example: Thermal Conductivity of Wood in Relation
to Correlated Input Data

The example problem involves exploring thermal conductivity data of wood.
In many temperate countries, wooden homes are quite common, and an
attractive aspect of wood is that it is a good thermal insulator. The thermal
conductivity of a material indicates how much heat is conducted by it, and
one with low thermal conductivity is a good insulator. To properly design
wooden homes for winter comfort, it is important to know its thermal
conductivity accurately. Thermal conductivity of wood depends on density
that varies within and across wood species, moisture content, and tempera-
ture. Thermal conductivity must be determined from carefully planned
experiments, so in our sample there are only 35 observations obtained for a
variety of species [1]. In the dataset, the temperature range is between 0 and
1008C; however, most of the observations have been made for a constant
temperature of 298C. The moisture content ranges from 0 to 91.1 percent, and
density ranges from 294 to 930 kg mK3. The thermal conductivity for these
conditions ranges from 0.0731 to 0.3744 (W mK1 KK1). Five input–output
pattern vectors extracted from the dataset are shown in Table 6.1.

Table 6.1 A Sample of Five Records from the Dataset for Thermal
Conductivity and Related Variables

Species Temp. ( 8C)
Moisture
(percent)

Density
(kg/m3) Conductivity (W/m K)

Ash white 29 15.6 647 0.1742

Red oak 29 12.4 697 0.1944

Japanese
cedar

20 0 294 0.0778

Japanese
beech

25 50 800 0.2132

Silver birch 100 0 680 0.25
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6.2 Data Visualization

An important but problematic aspect of dealing with multidimensional data
is visualization of data. When the dimension is greater than three, the
standard methods of visualization become insufficient. However, visualiza-
tion provides important qualitative clues as to the significance and
interaction of the variables. Scatter plots, histograms, parallel visualizations,
and projections to reduced dimensions are some popular methods of data
visualization. This section explores these visualization methods for the
example described in the previous section involving thermal conductivity of
wood and its relationship to density, moisture content, and temperature.

6.2.1 Correlation Scatter Plots and Histograms

Visualization of data is an important first step in data analysis and modeling. It
can give clues as to the level of nonlinearity, patterns and trends in data and
interactions amongvariables. Figure 6.1 showsplots of all data for the thermal
conductivity analysis [2]. Thediagonal histograms show thedistributionof the
individual variables with gray level intensity highlighting correspondence
to the value of the output variable, thermal conductivity, denoted by K.

Conduct-K

Dens

M

T

Figure 6.1 Histograms and correlation scatter plots of data highlighting the
distribution and the relationship of input variables to themselves and to output
variable.
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For example, high density (Dens) and high moisture contents (M) are
associated with high conductivity depicted by lighter shades of gray in
histograms. However, the pattern is not so clear for temperature (T ).
Conductivity increases marginally from minimum to maximum temperature,
but there is a much larger variation for 298C represented by the tallest column
in thehistogram. Theoff-diagonal scatter plots showhow individual variables
relate to one another with the gray level highlighting the correspondence to
conductivity-K. They show that conductivity is positively correlated with
density and moisture content. Furthermore, moisture and density are also
positively correlated. A dominant feature in the data is the large scatter, which
is common in data from biological, ecological, and natural systems.

6.2.2 Parallel Visualization

Parallel visualization is a useful way to visualize multidimensional data.
Figure 6.2 shows a parallel plot of data in the thermal conductivity dataset
and their interdependencies and highlights how the three variables—
temperature, moisture content, and density—together affect conductivity.
It shows that high density and high moisture content combination produces
high conductivity. The bottom part of the graph shows low conductivities,
and the upper part shows high conductivities. Temperature does not have a
range of values to cover the whole span, but it can be expected that higher
temperature will lead to higher conductivity, especially in combination with
high density and moisture content. As can be seen, lack of data along the
temperature axis creates sparse data areas for modeling, an effect that can
cause difficulties in the parameter estimation process.

T

0

100
M

0

91.1
Dens

294

930
Conduct-K

0.0731

0.3744

Figure 6.2 Parallel coordinates visualization depicting the range of the variables
and their interdependencies highlighted with respect to the value of the output
variable (the lighter the shade of the lines, the higher the conductivity).
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6.2.3 Projecting Multidimensional Data onto
Two-Dimensional Plane

Another powerful visualization method is self-organizing maps (SOMs)
where higher-dimensional data is projected onto a two-dimensional (2-D)
grid consisting of cells [3]. Chapter 8 is devoted to this topic, so the
theoretical issues is not explored here, but the concept is illustrated for the
thermal conductivity data discussed in the previous section. Figure 6.3
presents the results of projections of each variable vector, consisting of
temperature, moisture content, density, and thermal conductivity, onto a
map consisting of 25 (5!5) cells.

These maps are based on the similarity or closeness of the vectors of
variables, which are projected so that vectors that are closer together in
multidimensional space are also closer together in the 2-D plane, so the
projection preserves the spatial correlations (or topology) in the data.
Components (variables) of the projected vectors can be visualized
separately in component maps as shown in Figure 6.3 where individual
cells correspond across maps. For example, the maps in Figure 6.3 can be
aligned (or placed on top of one another) for comparison and analysis of
correspondence. Gray level highlights the correspondence to thermal
conductivity-K. These reveal again that high moisture content and high
density lead to high conductivity, but temperature has not such a clear
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Figure 6.3 Visualization of variables according to their relation to conductivity
using self-organizing map projections (lighter shades denote higher conductivity).
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relevance to other variables. The maps thus show qualitatively how inputs
are related to thermal conductivity throughout their range.

6.3 Correlation and Covariance between Variables

The correlation coefficient r is a measure of the strength of relationship
between two variables. The higher the correlation coefficient, the stronger
the relationship. The correlation coefficient for two variables x1 and x2 with
mean �x1 and �x2 can be expressed as [4,14,21]

r Z

PN
iZ1

ðx1i K �x1Þðx2i K �x2ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
iZ1

ðx1i K �x1Þ
2
PN
iZ1

ðx2i K �x2Þ
2

s ð6:1Þ

The linear correlation coefficients for the variables in the thermal
conductivity dataset are illustrated in the bar chart in Figure 6.4, which
shows that conductivity is highly correlated with density (0.775), is
reasonably highly related to moisture content (0.647), and has little
correlation to temperature (0.172).

The correlation matrix depicting correlation between all four variables is
presented in Table 6.2.

The correlation matrix is symmetric with the diagonal values represent-
ing the correlation of a variable to itself, which is 1.0. Off-diagonal values are
the correlations between pairs of variables denoted by the labels indicated
in the first row and column. Moisture content (M) and density (Dens) are
correlated at 0.583, but density has very little correlation with temperature
(T ) (K0.077), and moisture is weakly and negatively related to temperature
(K0.221). Thus, judging by the correlation, conductivity is mainly
influenced by density and moisture content, and these are reasonably

0 0.2 0.4 0.6 0.8 1

T

M

Dens

Conduct-K

T

M

Dens

Conduct-K

Figure 6.4 Correlation graph for the three independent variables—density,
moisture content, and temperature—and the dependent variable, thermal
conductivity, K.

Data Exploration, Dimensionality Reduction, and Feature Extraction & 251



highly correlated. Temperature has a weaker relationship to all the variables
and is especially weak in its correlation to density.

The covariance of two variables is expressed by [4,14,21]

COV Z
1

N K 1

XN

iZ1

ðx1i K �x1Þðx2i K �x2Þ: ð6:2Þ

Basically, the two expressions within parentheses in Equation 6.2 each
compute the difference between the value of an input variable and its mean.
When two variables coincide (i.e., x1Z x2), the result is the covariance of
one variable with respect to itself, which is its variance. When x1s x2, the
result is the covariance between the two variables. The covariance matrix
containing the covariance between each pair of the three input variables is
presented in Table 6.3. As with the correlation matrix, the covariance matrix
is symmetric. Here, the diagonal values represent the variance of each
variable, and off-diagonal values represent the covariance between pairs of
variables denoted by the labels in the first row and column. Covariance is a
measure of how two variables co-vary in relation to one another. When two
variables are not related, their covariance is zero. If two variables move in
the same direction, covariance is positive and if they move in opposite
directions, it is negative. Table 6.3 indicates a high positive covariance
between moisture content (M) and density (Dens) and smaller negative
covariance between these and temperature (T ).

Data including spread, trends, relationships, correlations, and covari-
ances helps clarify the problem to determine appropriate strategies for

Table 6.2 Correlation Matrix for the Input and Output
Variables

T M Dens K

T 1.0 K0.221 K0.077 0.172

M K0.221 1.0 0.583 0.647

Dens K0.077 0.583 1.0 0.775

K 0.172 0.647 0.775 1.0

Table 6.3 Covariance Matrix for the Three Input
Variables

T M Dens

T 543 K141 K351

M K141 753 3117

Dens K351 3117 37 888
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normalization of data and extract relevant inputs and features for model
development. These issues are addressed next.

6.4 Normalization of Data

Figure 6.2 indicates that variables in the thermal conductivity dataset have
very dissimilar ranges. When variables with large magnitudes are combined
with those with small magnitudes, the former can mask the effect of the
latter due to the sheer magnitude of the inputs leading to larger weights
associated with them. Normalization puts all inputs variables in a similar
range so that true influence of variables can be ascertained.

6.4.1 Standardization

There are many ways to normalize data. A simple approach is to standardize
the data with respect to mean and the standard deviation using a linear
transformation. This transforms all variables into a new variable with zero
mean and unit standard deviation. To do this, each input variable is treated
separately, and for each variable xi in the training set, the mean �xi and
variance s2

i are calculated using

�xi Z
1

N

XN

nZ1

xn
i

s2
i Z

1

N K 1

XN

nZ1

xn
i K �xi

� �2 ð6:3Þ

where nZ1, ., N is the pattern number. With the mean and the standard
deviation si, each input variable is normalized as

xn
Ti Z

xn
i K �xi

si

ð6:4Þ

where xn
Ti is the normalized (transformed) value of the nth observation of

the variable xi. The new transformed variable now has zero mean and unit
standard deviation. The actual range of the data depends on the original
data, but most data fall within G2s. For prediction problems, the target
output is also normalized using the same procedure for consistency. With
the normalization, the inputs and target variables are of the same order;
therefore, final weights will also be of order unity. This, furthermore,
prevents weights from growing too large and causing training problems
in situations where large weights throw the current training into a flat area of
the error curve as discussed in Chapter 4.
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Look at the thermal conductivity dataset to understand how to do
this normalization. The means for the four variables—temperature,
moisture content, density, and thermal conductivity—represented in vector
form are

�x ZKf34:2; 1:20; 583; 0:1811g: ð6:5Þ

Similarly, the standard deviations for the same variables represented in
vector form are

sx Z f23:29; 27:45; 194:6; 0:0827g: ð6:6Þ

The rescaled data xTi for those in Table 6.1 using Equation 6.4 is shown
in Table 6.4.

Now variables are unit free and have a similar range that varies between
G3 with 0 mean and a standard deviation of 1. The correlations established
earlier are not altered by this standardization.

6.4.2 Simple Range Scaling

Another simpler approach is to fix the minimum and maximum values for
the normalized variables to 0 and 1 or 1 and K1, respectively. In this case,
the mean and the standard deviation of the normalized inputs vary from one
input variable to another, but the observations stay in the same range.

A simple linear transformation in the range from 0 to 1 is

xTi Z
xi K ximin

ximaxK ximin

ð6:7Þ

where ximin and ximax are the minimum and the maximum values of the
variable xi. A similar transformation can be made for any desired range,
e.g., K1 or 1, or any other. For the example thermal conductivity problem,
each of the four variables were transformed using Equation 6.7, and the

Table 6.4 Standardized Values for Thermal Conductivity and Related
Variables Presented in Table 6.1

Species Temp Moisture Density Conductivity

White ash K0.222 K0.204 0.327 K0.083

Red oak K0.222 K0.321 0.584 0.1611

Japanese
cedar

K0.608 K0.772 K1.49 K1.25

Japanese
beech

K0.393 1.05 1.11 0.388

Silver birch 2.82 K0.772 0.496 0.833
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resulting mean and standard deviation for the variables are

�x Z f0:342; 0:233; 0:455; 0:358g
ð6:8Þ

sx Z f0:233; 0:30; 0:306; 0:275g

The above linear transformations are done for each individual variable
separately without any consideration given to the correlations among data.
The whole set of input variables can be considered together and linear
transformations that take into account the correlations among inputs can be
done. One such method is called whitening [5]. Table 6.2 shows that the
variables in the example thermal conductivity dataset are correlated. Thenext
section examines how whitening transforms these correlated data.

6.4.3 Whitening—Normalization of Correlated
Multivariate Data

To illustrate this method, the whole set of input variables k must be
considered, so denote the whole group of input variables by vector
xZ {x1, x2, ., xk} where xi is the ith input variable. With this vector
arrangement, the mean and variance of each input variable and the
covariance between sets of two input variables can be calculated efficiently.
Then the mean values can be put into a mean vector xZ fx1; x2; .; xkg and
the variances and covariances into a covariance matrix (COV) as follows:

�x Z
1

N

XN

nZ1

xn

COV Z
1

N K 1

XN

nZ1

ðxnK �xÞðxnK �xÞT
ð6:9Þ

In Equation 6.9, COV is a symmetric matrix of size k!k, where k is the
number of input variables. When two variables coincide in the second
equation, the result is the variance, and when they are dissimilar, the result is
the covariance between the two variables. In the second equation, (xnK�x)
is a vector containing the difference between each variable and its mean for
the k variables in the nth input pattern. Thus, it is of length k. T denotes
transpose, which in this case is the row format of the difference vector. The
multiplication of a vector by its transpose is called the outer product and in
this case results in a matrix of size k!k (see the Appendix for an example
illustrating transpose of a vector and outer product). This is for one input
pattern. If this is done repeatedly for all input patterns, all the corresponding
entries are summed, and the sum is divided by N K 1, then the operation in
Equation 6.9 is performed. The result is the covariance matrix for the
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dataset. Using vectors, covariance matrix can be calculated more efficiently
compared to treating each pair of variables separately as in Equation 6.2.

The COV matrix (see Table 6.3) can be transformed into a new matrix
that corresponds to a set of new rescaled variables that have unit
variance and are independent of one another. Therefore, covariance
between two new variables is zero. This is accomplished by the well-known
eigenvalue decomposition method or principal component analysis (PCA),
which can be found in many statistical or mathematical software [4–7].
Therefore, mathematical details are kept to a minimum and the concept is
emphasized and illustrated using an example. The PCA is represented by

COV uj Z ljuj , ð6:10Þ

where j th rescaled variable represents the variance (also called the
eigenvalue) of the rescaled variable and uj represents a vector containing
the coefficients or the weights indicating the proportion of all the original
variables that make up the j th new variable. The value of the j th rescaled
variable is obtained from a linear combination of the original variables using
these weights. The uj is called an eigenvector, and there are as many
eigenvectors as there are input variables.

Each eigenvector uj defines the direction of a new axis for the j th rescaled
variable called a principal component so that all new axes are perpendicular
to each other. This makes the covariance between the rescaled variables zero,
meaning that they are uncorrelated. Thus, this process essentially
decorrelates the original input variables and creates new variables from
them independent of one another.

Figure 6.5 illustrates schematically the original distribution and the
whitened distribution for the case of two input variables x1 and x2. In the
original distribution, x1 and x2 are correlated. The new rescaled variables,
represented by u1 and u2, are perpendicular to each other and uncorrelated.
The u1 is parallel to the major direction of the data in the original

Original
distribution

Whitened distribution

x1

x2
u1u2

Figure 6.5 Schematic illustration of the distribution of original correlated data
and whitened uncorrelated data.
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distribution, thereby capturing most of the variance in the original data. The
u2 is parallel to the minor direction of the original data and captures the
variance of the data in that direction. Thus the new rescaled variables
represented by u1 and u2 capture all the variance in the original data while
removing the correlation between x1 and x2.

In the case of the thermal conductivity problem, the COV matrix for the
three variables of temperature, moisture content, and density is given in
Table 6.3. The COV matrix shows that three variables are not independent
because covariance (off-diagonal terms) is not zero. This was transformed
using Equation 6.10, and the resulting three eigenvectors, u1, u2, and u3, are
given in the matrix of eigenvectors in Table 6.5. Each vector consists of the
weights or coefficients that transform the original variables to the new
coordinate system.

The transformation results in three new variables called principal
components (PCs). The first PC is expressed by u1, the second PC by u2, and
the third by u3. These are perpendicular to each other and therefore
uncorrelated. The variance of the ith new variable (PC) is given by the
eigenvalue lj, and these were found to be 38151, 630, 402, respectively, for
the first, second, and third PCs. The first PC always captures the largest
amount of the variance of original data, the second PC captures the largest
amount of the residual variance, and so on.

To obtain the transformed variables, the original variables are multiplied
by the weights (also called loadings) shown in Table 6.5. The first row
defines the weights for the first PC depicted by u1, and second and third
rows contain the weights for the second and third PCs depicted by u2 and
u3. Prior to this, weights are normalized by dividing by the corresponding
standard deviation (or square root of eigenvalue,

ffiffiffiffi
lj

p
) of each PC. For

example, the first eigenvalue is 38 151; therefore, the standard deviation of
the first PC is 195.32. Each loading in the first row in Table 6.5 is divided by
195.32 to normalize the first PC. The normalized coefficients for the three
PCs are given in Table 6.6. These are denoted by u0

1, u0
2, and u0

3.
The normalized coefficients are multiplied by the original variables

scaled to zero mean to obtain the values for each PC. To transform the
original variables to zero mean, simply subtract the corresponding mean
value from the values of each of the original variables, (i.e., xiK �xi where the

Table 6.5 Eigenvectors for the Input Data

T M Dens

u1 K0.0096 0.0831 0.996

u2 0.775 K0.629 0.06

u3 0.632 0.772 K0.058
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latter is the mean of the ith input variable). Mean values given in Equation
6.5 are repeated below:

�x Z f34:2; 1:20; 583; 0:1811g: ð6:11Þ

The calculation for the first data vector in the dataset in Table 6.1 will
now be performed. The values of the three zero-mean original input
variables can now be calculated, and these are {K5.2, K14.4, 64} denoted
by vector x01Z fx011; x

0
21; x

0
31g. The normalized first eigenvector is given

by u0
1Z fu0

11; u
0
12; u

0
13g, and from the first row of Table 6.6, its values are u0

1 Z
{K0.0000492, 0.0308642, 0.0315057}. Thus, the equation for the value of the
first component, PC1, also called the PC score for the first PC, canbe written as

PC1 Z u0
11x011 Cu0

12x021 Cu0
13x031

ZK0:0000492!ðK5:2ÞC0:03086!ðK14:4ÞC0:0315!64 Z 1:57:

The values of the second and third PCs corresponding to the same input
pattern are computed similarly by multiplying the second and third row,
respectively, of Table 6.6 by the component of the same input vector.
Repeating this process for all the rescaled original input vectors results in the
three PCs for each of these input vectors. Now the variance of these PCs is
unity, and the mean is zero. Figure 6.6a shows a plot of the distribution of two

(a) (b)
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Figure 6.6 Illustration of rescaling of the original input distribution with
whitening: (a) original distribution of two variables (moisture content and density)
and the whitened distribution with unit variance and zero mean shown with
respect to first two PCs and (b) enlarged view of whitened distribution.

Table 6.6 Normalized Eigenvectors for the Input Data

T M Dens

u 0
1 K0.0000492 0.03086 0.0315

u 0
2 0.000425 K0.025 0.038

u 0
3 0.0051 0.0024 K0.0029
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original variables (moisture content and density) rescaled to zero mean
superimposed on the whitened (transformed) distribution (denoted by
triangles shown at the origin) of the first two components represented by u0

1

and u0
2. Because of the scale difference, the form of the whitened distribution

cannot be ascertained from this figure; therefore, in Figure 6.6b it is shown
separately to demonstrate the form of the distribution that has unit variance
and zero mean. All the transformed variables are within a circle.

6.5 Selecting Relevant Inputs

In practical problems, there can be many independent and dependent
variables. The first approach considered in many modeling problems is
linear regression. This is done using methods such as least squares
regression to obtain a mathematical expression relating the output to several
input variables. In such regression models, the number of predictor
variables determines the number of model parameters and, therefore, the
complexity of the model. In neural networks, as presented in Chapter 3,
Chapter 4, and Chapter 5, the model complexity is governed by the number
of hidden neurons and hidden layers in addition to the number of predictor
variables. This gives the modeler greater control in choosing a model with
adequate complexity to model the problem. However, overfitting is a
problem when a model has too many free parameters (weights). As
presented in Chapter 5, overparameterized models can fit the original data
well but can yield poor generalization.

In a neural network model, overfitting can be lessened by reducing the
number of input variables and hidden neurons [16]. As presented in Chapter
5, early stopping and regularization are two methods used to reduce
overfitting using external control over the size of the weights [5,7,8]. This
does not reduce the number of free parameters and also does not address
redundant or irrelevant variables. Chapter 5 also illustrates several network
pruning [9,10,20] methods, and these reduce model complexity by
eliminating irrelevant neurons, weights, and inputs. This section examines
ways to reduce the number of input variables from the beginning.

In linear regression, for example, too many predictor variables can
adversely affect the predicted outcome. Adding a redundant variable to the
least squares equation almost always increases the variance of the predicted
outcome [13]. Thus, too many variables can make a model very sensitive to
noise or small changes in a highly correlated dataset and consequently
make it less robust. Therefore, selecting a suitable subset of variables from
the original set can be crucial. Some methods that can be used for this
purpose are scatter plots, simple and partial correlation coefficients,
coefficient of determination, and Mallow’s Cp statistic. These topics are
discussed next.
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6.5.1 Statistical Tools for Variable Selection

6.5.1.1 Partial Correlation

A scatter plot reveals relationships between variables in a dataset, as shown
in Figure 6.1. Points lying on a line indicate a linear relationship, a curved set
of points denotes a nonlinear relationship, and absence of a pattern
indicates that the two variables are uncorrelated. Linear correlation
coefficients indicate the strength of the linear relationship between two
variables. However, this technique alone is not enough for multivariate data
because other variables in the set can affect the correlation of two variables,
thereby altering the correlation structure. In such situations, partial
correlation can be used to measure the linear association between the two
variables while adjusting the effects of other variables by holding them
constant [11,14]. Thepartial correlation is calculated from the matrix of simple
correlation coefficients, an example of which is presented in Table 6.2 for the
problem of thermal conductivity in relation to density, moisture content, and
temperature. Suppose the correlation between two variables xi and yj is Rij.
The partial correlation, rij, for the two variables is given by

rij Z
KCijffiffiffiffiffiffiffiffiffiffiffi

CiiCjj

p ð6:12Þ

where Cij is the inverse of the simple correlation coefficient Rij (i.e.,
Cij Z 1/Rij).

Returning to the problem on wood thermal conductivity, the inverse of
the correlation matrix in Table 6.2 gives the values shown in the diagonal
and the top right triangle of Table 6.7 utilizing symmetry. The simple linear
correlation coefficients are repeated in the bottom left triangle of Table 6.7,
again taking advantage of the symmetry of the correlation matrix.

With the values in Table 6.7, partial correlation can be calculated using
Equation 6.12, and these are presented in Table 6.8.

The partial correlation matrix in Table 6.8 has a similar structure to the
original correlationmatrix,which indicates that in this three-variable case, the
simple correlations are not influenced significantly by the other variables.
The reason for this is that only moisture and density are significantly related

Table 6.7 Inverse of the Correlation Coefficients Cij

(Diagonal and Top Right Triangle) and Simple Linear Corre-
lation Coefficients Rij (Bottom Left Triangle)

T M Dens

T 1.0551.055 0.2810.281 K0.0820.082

M K0.221 1.591.59 K0.9060.906

Dens K0.077 0.583 1.5221.522

260 & Neural Networks for Applied Sciences and Engineering



and temperature is weakly related to both variables. For datasets consisting of
many variables, the influence of other variables on the correlation between
two variables can be significant. This is illustrated in a case study later in
the chapter.

6.5.1.2 Multiple Regression and Best-Subsets Regression

Another approach to input selection is multiple regression analysis where a
model that linearly fits the output to the input variables is developed
through least squares regression. The R 2 or the multiple coefficient of
determination represents the portion of the variability of the output
explained by the predictor variables. A value of R 2 near 1 indicates a perfect
model, and the variables capture all the variance of the outcome. A value
near zero indicates a poor model, and the input variables are irrelevant to
the outcome. Inputs can be selected based on this approach, but the
variance of the predicted output can increase with the inclusion of
additional predictor variables. This can cause difficulty in selecting a subset
when the number of variables in candidate subsets varies. In such situations,
criteria that penalize model complexity are more useful in subset selection.
Criteria such as Mallow’s Cp statistic [15] have been widely used to evaluate
model complexity. This statistic suggests as the criterion the standardized
total squared error computed as

Cp Z
SSerror; p

SSerror; total

� 	
K ðnK 2pÞ; ð6:13Þ

where SSerror, p is the residual error for a multiple linear regression subset
model with p inputs, and SSerror, total is the residual error for the model with
all n inputs. The correct model has Cp value equal or smaller than p and a
wrong model has a Cp value larger than p due to a bias in the parameter
estimation. Minimizing Cp over all possible regression can give the best
subset model. Good models typically have a ( p, Cp) coordinate close to a 458
line on a Cp versus p plot.

Regarding the thermal conductivity problem, if models are run with
all possible subsets of inputs, the results for the most relevant subsets

Table 6.8 Partial Correlation Coefficients rij (Diagonal and
Top Right Triangle) and Simple Correlation Coefficients Rij

(Bottom Left Triangle)

T M Dens

T K1.01.0 K0.2160.216 0.0640.064

M K0.221 K1.01.0 0.5820.582

Dens K0.077 0.583 K1.01.0
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(others had higher Cp values) illustrated in Figure 6.7 show that the best
model has all the variables in the model. This case is denoted by the dot
lying near the 458 line (note that the scales of the two axes are different).

6.6 Dimensionality Reduction and Feature
Extraction

6.6.1 Multicollinearity

In previous sections, several methods of data rescaling have been explored.
The objective of rescaling and normalizing is to make the range of all the
variables similar. In whitening, normalization is done for correlated
variables by transforming them into new uncorrelated variables with zero
mean and unit variance. These methods primarily focus on rescaling. It is
very common to encounter collinearity (correlation) between measure-
ments in data. An example of this is illustrated in previous sections where a
simple analysis of correlation and covariance on multivariate data
is presented.

Using collinear measurements in inferential modeling can potentially
lead to high prediction variance and ill conditioning [17]. Furthermore, as
discussed previously, highly correlated data provides redundant input
dimensions to the network causing it to operate, in effect, in a reduced space
while having to do redundant computations with redundant weights and
neurons. Therefore, it is useful to reduce dimensionality so that the essential
correlations of the data are preserved while lower dimensional features
characteristic of data are extracted from the original data. Basically, original
correlated variables are transformed to fewer uncorrelated variables where
the original correlations are embedded. An approach used to address
multicollinearity in multivariate data is principal component analysis (PCA),
which was already used in data rescaling with whitening. There, the focus is

0.5 1 1.5 2 2.5 3
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Figure 6.7 Cp (Mallow’s) statistic versus p plot from best subset regression for
predicting wood thermal conductivity.
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not on dimensionality reduction, but on data transformation. However, the
basic idea still applies.

6.6.2 Principal Component Analysis (PCA)

In PCA, correlated data is linearly combined to form new variables (PCs)
that are uncorrelated and ordered according to the portion of the total
variance in the data accounted for by the PCs. The first few components
retain the variation in all original variables. In dimensionality reduction, an
additional step is used to select the required number of PCs and use these
uncorrelated variables in the model instead of the original correlated inputs
[23]. Thus data is compressed so that only the essential information is
retained in the new variables. In this process of dimensionality reduction,
the portion of variance accounted for by each PC is examined.

As presented in Section 6.4.3, PCA involves decomposition of the
covariance matrix of the original dataset so that the original coordinate
system of correlated variables is transformed to a new set of uncorrelated
variables called PCs. The actual transformation is done through eigenvectors
also called loadings or weights. Each eigenvector contains loadings for each
of the original variables that transform them to the new variables (PCs). The
values of the new variables are called scores (or PC scores) that are obtained
by projecting the original inputs onto the eigenvectors (i.e., multiplying
original inputs with corresponding loadings).

Eigenvalues denote the variance of the new variables (PCs), and they are
in descending order. Therefore, the first PC represented by the first
eigenvector captures the largest amount of variation in the original data,
each subsequent PC captures the largest amount of remaining variance, and
so on. The amount of variation captured by each PC is given by their
corresponding eigenvalues. Theoretically, there are as many PCs as there
are input variables, but because the first few PCs capture most of the
variance, a threshold maximum variance can be defined as a suitable cutoff
point (90 percent, 95 percent, etc.) taking into account the noise and
variance in the data to select an adequate number of PCs that sufficiently
represent the original data while discarding the rest. Recall that each PC is a
linear combination of all the input variables. The selected PCs can then be
used as inputs to a neural network as an alternative to using the original
variables. This approach will result in a network with less complexity as the
number of inputs to the model is substantially reduced. Using uncorrelated
PCs also helps prevent overfitting in neural networks while original inputs
are appropriately represented in the network. This is demonstrated later in
the chapter through a case study.

The method will now be applied to the example problem involving
wood thermal conductivity affected by three variables: temperature,
moisture content, and density. However, the standardized inputs will be
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used with zero mean and unit standard deviation to do the PCA because
the variables have dissimilar ranges. If variables with largely dissimilar
ranges are used without standardizing, variables with large magnitudes
will overshadow the effect of those with smaller magnitudes, thereby
misrepresenting the real effects of multicollinearity. The standardized
data is shown in Table 6.4, and it is obtained by subtracting the mean
from the data and dividing by the standard deviation. The mean and the
standard deviation of the data are presented in Equation 6.5 and
Equation 6.6. The PCA is done on the covariance matrix of the
standardized variables [16]. For the standardized variables, the covariance
matrix is the same as the correlation matrix, and the PCs are extracted
from this matrix. The resulting eigenvalues are

f1:65; 0:95; 0:40g;

which account for (55 percent, 31 percent, and 13.3 percent,
respectively) variance across the whole input dataset. The eigenvectors
representing principal components ui and their loadings thus obtained
are presented in Table 6.9.

According to Table 6.9, the first PC (represented by the first row) strongly
features both moisture content and density, which is realistic. This suggests
that density and moisture content are correlated so that one represents the
other, or alternatively they can be combined, along with temperature, into a
PC using the loadings. The second component strongly features tempera-
ture, indicating that it correlates much less with the other variables. The total
variance accounted for by the first two components is 86 percent. Whether
this accuracy is sufficient depends on the problem, and if it is not sufficient,
more components need to be added. In this example, it amounts to using all
three components, which is the same as the number of original variables.
However, the new variables are uncorrelated. The third PC adds the last 13.3
percent variance, and it again strongly features moisture content and density
which account for the residual variance after the variance of the first two
components are taken into account. The eigenvalue plot (scree plot) for
the components shown in Figure 6.8 illustrates the variance captured by
each component.

Table 6.9 Principal Components (u
0
i) and Their

Loadings Extracted from the COV Matrix of the
Standardized Variables

T M Dens

u1 0.311 K0.69 K0.65

u2 0.93 0.093 0.345

u3 K0.176 K0.718 0.673
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Figure 6.9a provides an illustration of the loadings depicting the
direction of the original variables with respect to the first two principal
directions, which shows that the density and moisture content axes are
closer to the first principal direction. The closeness of moisture content and
density axes reflects the correlation between the two variables. The first
component is dominated by these two. The temperature axis is close to the
second principal direction and almost perpendicular to the direction of
density and moisture content, indicating low correlation between
temperature and the other two variables. Temperature dominates the
second component.

Figure 6.9b presents the principal scores obtained by transforming all
original input variables using the corresponding component loadings.
Recall that these scores are computed by multiplying the loadings by the
corresponding input variables (e.g., PC1Zu11x1Cu12x2Cu13x3, where u1i is
the ith component of the first eigenvector, and x1, x2, and x3 are the three
original variables). It is clear that most of the data lies along the general
direction indicated by moisture and density showing that they account for
most of the data variation. Temperature is almost perpendicular to it, as
indicated by its having been featured strongly in the second component.

In many PCs, it is not uncommon to encounter tens, hundreds, or
sometimes thousands of input variables, and correlation between many of
the variables is inevitable. In such situations, there are as many PCs as there
are input variables, yet because of the correlations between variables, few
components will capture the total variance in the data so that these will be
retained and others discarded.

How many PCs must be selected mainly follows rule of thumb and is
ad hoc, and the justification is that they are intuitively plausible and work.
For example, the variables that are highly correlated with the output must be
in the PCs chosen. A method that is commonly used to select the number of
PCs is to define a threshold cumulative percentage variance that must be
reached by the set of PCs. This threshold is problem dependent and can
range from 75 to 90 percent.

1 2 3
Component
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1

1.5

2
Eigenvalue

Figure 6.8 Eigenvalue plot (scree graph) from PCA analysis based on COV matrix
of standardized variables.
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The cumulative variance of all PCs is equal to the total (combined)
variance of all original variables. Thus

Xp

jZ1

lj Z
Xp

jZ1

Sjj ð6:14Þ

where the left-hand expression is the sum of variance l of all p PCs and the
right-hand expression is the sum of variances S of all p original variables. The
percentage of variance accounted for by the first k PCs can be expressed as

tk Z 100

Pk
jZ1

lj

Pp
jZ1

Sjj

Z 100

Pk
jZ1

lj

Pp
jZ1

lj

ð6:15Þ
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Figure 6.9 Loadings plot and principal scores. (a) Loadings plot of original input
variables with respect to first two principal directions and (b) principal scores
(transformed values) of original data superimposed on the loadings plot with
respect to first two principal directions.
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By choosing a threshold value for tk, for example in the range between 70
and 95 percent, k number of PCs that contain most of the information in the
original variables set can be retained. The threshold value generally
decreases as the number of original variables increases or the number of
observations increases [12].

Another rule for selecting an adequate number of PCs is based on the
scree graph [18]. The scree graph is a plot of eigenvalues versus the PC
number as shown in Figure 6.8. The rule suggests looking for the point
beyond which the scree graph is more or less straight, not necessarily
horizontal. The number of PCs in the example thermal conductivity problem
is not adequate for illustrating this point; therefore, a new plot with more
inputs and more PCs relevant to another problem is shown in Figure 6.10 for
demonstration purposes.

The curve in Figure 6.10 approaches a straight line, and the first point in
this straight line is the last component to be retained. For the above plot, the
third, fourth, and fifth components account for 96.2, 98.1, and 99 percent,
respectively, of the total variance. Figure 6.10 indicates that PCs beyond three
or four components lie on a more or less straight line. Although this method is
less subjective than using a threshold variance, some judgment is still needed
because the first point on a straight line may not be clearly discerned from the
scree graph. Away to overcome this problem andboost confidence maybe to
use an approach similar to that of cross validation. The number of PCs in the
prediction of the output is increased successively until the overall prediction
does not improve with the addition of an extra PC. The number of PCs is then
the minimum number required for optimal prediction. The optimum number
chosen must be the one that satisfies all the criteria discussed here; hence,
these can be used together to facilitate the best choice.

6.6.3 Partial Least-Squares Regression

Multivariate statistical projection methods such as partial least squares
(PLS) overcome the overfitting problem by performing regression on a

0 2 4 6 8
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Figure 6.10 Scree graph from a PCA analysis with nine input variables.
(From Warne, K., Prasad G., Rezvani S. and Maguire L., Engineering Applications
of Artificial Intelligence, 17, 871, 2004. With permission from Elsevier.)
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smaller number of orthogonal latent predictor variables that are linear
combinations of the original variables. This results in reliable predictions
based on well-conditioned parameter estimates [4,11,21]. These can also
be useful in preliminary analysis, preprocessing of input data, or feature
extraction. The orthogonal latent predictors are similar to PCs, and PLS
performs analysis of variance (ANOVA) on these predictors. The results
for the example problem relating to wood thermal conductivity are
presented graphically in Figure 6.11, which shows that regression on two
components captures 87 percent of the variance. The last component,
although accounting for 13 percent of the total variance, does not
improve the R2 (Figure 6.11) value of the model.

6.7 Outlier Detection

In data preprocessing, variables are usually scaled so that important
variables with small magnitudes are not overshadowed by those with larger
magnitudes. Then the data is usually tested for outliers, which may be
caused by a measurement error or a genuine observation that differs from
the rest of the data for unknown reasons. Outliers severely distort the results
if they are included in model development. Therefore, outliers need to be
identified and eliminated from the training set before modeling.

Trimming and Winsorizing are two simple approaches for removing
outliers from single variables. They involve sorting each variable and
removing or modifying a small percentage (typically 1–5 percent for large
datasets) of extreme values of the variable [22]. Only the extreme values of
one variable of the input vector are modified at a time. In trimming, most
extreme values are set to missing. In Winsorizing, most extreme values are
given a value closer to the mean, often three standard deviations from the
mean, or the last good value for the variable in the dataset [22]. Replacing
all values larger than the 99th percentile or smaller than the first percentile
with the values of those limits is also done. Trimming or Winsorizing can
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Figure 6.11 Results from partial least square regression on wood thermal
conductivity data.
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remove a large majority of trivial outliers caused by erroneous measure-
ments, badly transcripted data, nonworking instruments, etc. However,
there may be real and interesting extreme values that deviate less severely
but still need to be considered as outliers and, therefore, scrutinized and
kept from further modeling. However, this requires methods for outlier
detection in multivariate data [22].

Methods for detecting outliers in multivariate data are less extensive
compared to those for single variables [11]. PCA as discussed earlier is
one approach. Although outliers must be detected early on during
preprocessing, the discussion was delayed until PCA was thoroughly
explained. As presented in Section 6.4.3 and Section 6.6.2, PCA involves a
transformation of the original data to an orthogonal coordinate system
represented by PCs where each successive component accounts for a
decreasing amount of variance in the original data. The first few PCs
capture the largest amount of variation, whereas the last few PCs refer to the
directions associated with small variance. The outliers inflate variance and
covariance in the data, so the first few PCs can highlight these if they are
present in the data. Specifically, the outliers that are detectable from a plot of
the first few PCs are those that inflate variances and covariances [11]. Joliffe
[12] proposes the following test statistics for detecting these outliers:

d2
1i Z

Xp

k ZpKqC1

z2
ik

d2
2i Z

Xp

k ZpKqC1

z2
ik

lk

d2
2i Z

Xp

k ZpKqC1

lkz2
ik

ð6:16Þ

where zik is the kth PC score for the ith observation, p is the number of
variables, q represents the number of low variance PCs (for example,
variance less than one from PCA based on the COV matrix of
standardized variables), and lk is the variance of the kth PC. The first
two statistics detect observations that do not conform to the correlation
structure of the data, and the last statistic detects those observations that
inflate the variance of the data. As can be seen, the test statistics are
calculated for each original observation i, and those observations whose
test statistic deviates by more than three standard deviations from the
mean statistic are considered outliers. For the example relating to wood
thermal conductivity, the plot of the first two PCs shown in Figure 6.9b
does not indicate any outliers; however, a case study in Section 6.9 shows
how this feature is used to remove outliers.
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6.8 Noise

In most datasets almost all variables contain noise. Thus there is a relevant
part and a noise part to a variable. In modeling, the relevant parts of
variables are expected to interact forming the model. Noise in data should
be attenuated as much as possible. As a first step, a linear filter can be
used on both independent and dependent variables to remove drift and
high-frequency disturbances that adversely affect model development.
Removing excessive noise from the variables therefore helps subsequent
model development. Latent variable models such as PCA and PLS regression
estimate the relevant part and noise of each variable in a set of variables and,
therefore, are suitable for noise removal in multivariate data.

One source of noise can be due to error of measurement or experimental
reproducibility. When such error comprises the majority of the noise, mildly
weighted (partial) least squares, after trimming and Winsorizing, may be
adequate [22]. However, measurement error is usually just a small part of
noise. Additional correlated noise over observations and variables is
common. Then unweighted (partial) least squares will be less risky than
most other approaches [22].

Using the methods discussed in this section, a suitable subset of inputs or
features can be selected with consideration given to the adequacy of the
selected inputs or features, outlier removal, and attenuation of noise.
The other component of model adequacy is the model itself represented by
the network type and architecture. The next section presents a case study
involving multivariate inputs and illustrates the use of most of the
preprocessing methods discussed so far in the chapter.

6.9 Case Study: Illustrating Input Selection and
Dimensionality Reduction for a Practical Problem

Estimating the quality of substrates used in medical packaging products.
Some of the techniques for input selection and dimensionality reduction
discussed in the previous sections will now be applied to a real-world
problem. The study described here has been reported by Warne et al. [11].
It presents data conditioning, input selection, PCA-based dimensionality
reduction, and neural network model development systematically.

The problem domain for this case study is the coating industry, which
supplies medical packaging products. Packaging requires that the substrate
such as paper or plastic be coated. A water-based adhesive is used to coat
the substrate, and the wet-coated material called web is dried in an oven
furnace that has three drying zones. The purpose of drying is to control the
quality of the adhesion measured by an industry standard quality measure
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called anchorage. It is crucial for the industry that the best possible
anchorage consistent with the industry standard is produced by the coating
process. The substrate, guided by rollers, moves in sheet form throughout
the process of coating, drying, chilling, inspecting, and rewinding onto rolls.
Thirteen variables affect anchorage. Data has been generated for the full
range of variables that involved perturbing the normal operating values by
G5 percent. Several hours of data consisting of 600 observations have
been collected.

6.9.1 Data Preprocessing and Preliminary Modeling

Outlier detection. Using the statistics given in Equation 6.16, 27 observa-
tions whose test statistic deviated by more than three standard deviations
from the mean have been deleted reducing the dataset to 573 observations.

Influential input selection. The desired model is the one that estimates
anchorage, which is the quality measure of the coating. Using process
knowledge, two variables have been eliminated as irrelevant. For the
remaining set, scatter plots and simple and partial correlations were
obtained for each of the dependent and independent variable combi-
nations. The simple and partial correlation between the variables and
anchorage is shown in Table 6.10. Some of these variables relate to the
oven, some to coating, and the rest to the web itself. It shows that
simple correlation coefficients are very high for some variables but partial

Table 6.10 Variables Influencing Anchorage as Identified by Correlation

Variable
Number

Predictor
Variable

Correlation
Coefficient

Partial Correlation
Coefficient

1 Zone 3 temperature K0.935 0.670

2 Zone 2 temperature K0.909 0.822

3 Zone 1 temperature K0.905 0.673

4 Web temperature K0.770 0.436

5 Rewind tension K0.465 0.295

6 Oven tension K0.462 0.372

7 Coat weight K0.418 0.305

8 Unwind tension K0.268 0.293

9 Applicator speed K0.002 0.317

10 Coating tension 0.146 0.327

11 Web (line) speed 0.148 0.301

Source: From Warne, K., Prasad G., Rezvani S., and Maguire L., Engineering
Applications of Artificial Intelligence, 17, 871, 2004. With permission from Elsevier.
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correlation coefficients are lower, indicating the existence of multi-
collinearity. Furthermore, partial correlation coefficients indicate that
the 2nd and 3rd variables are more influential than the first one that has
the largest simple correlation coefficient.

The variables in Table 6.10 were then subjected to Cp statistical analysis
to test their suitability for inclusion in a smaller subset of variables that
estimate anchorage. The Cp statistic was calculated for all possible
combinations of variables in Table 6.10. The variables considered in each
subset are the set that produced the smallest Cp statistic out of all possible
combinations for that number of inputs in the subset. The plot of Cp versus p
(the number of predictor variables) is shown in Figure 6.12 for some
relevant subsets. The sets with Cp statistic on or close to the 458 degree line
are indicators of a good model that accounts for most of the variation
in anchorage.

According to Figure 6.12, there are several subsets with the Cp

statistic close to the line with the ten-variable subset being the best.
However, the subset with seven variables (Cp Z 6.4) was selected because it
involves fewer variables, and the extra three variables in the ten-variable
subset are weakly correlated with the output. The seven variables are
the first seven in Table 6.10.

Model development. A three-layer neural network was trained using
backpropagation with the seven variables as input and seven input neurons
in a single hidden layer. The trainingperformanceof the network is illustrated
in Table 6.11 which shows the training mean square error (MSE), model
accuracy (percent), validation MSE, and prediction variance at various stages
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Figure 6.12 Cp versus p plot. (From Warne, K., Prasad G., Rezvani S., and
Maguire L., Engineering Applications of Artificial Intelligence, 17, 871, 2004. With
permission from Elsevier.)
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of training. As can be seen, the training MSE decreases throughout the
training, but overfitting sets in after 400 iterations when model accuracy is
highest (80 percent) and validation MSE (0.456) and prediction variance
(0.468) are lowest.

The predicted outcome of the best model is shown in Figure 6.13 along
with the laboratory measured anchorage for the times the data was
collected. The prediction accuracy is 80 percent with error accounting for

Table 6.11 Performance Measures for Neural Network

Training Accuracy Validation

Iterations MSE Percent MSE Prediction Variance

50 0.0291 76.38 0.54 1.1271

100 0.0248 76.9 0.487 0.677

400 0.01818 80 0.456 0.468

700 0.0131 73.07 0.467 0.519

1000 0.0131 73.46 0.553 0.521

1500 0.0091 71.65 0.62 0.561

5000 0.0039 69.23 0.633 0.698

10 000 0.00292 65.99 0.635 1.1248

Source: From Warne, K., Prasad G., Rezvani S., and Maguire L., Engineering
Applications of Artificial Intelligence, 17, 871, 2004. With permission from Elsevier.
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Figure 6.13 The predicted outcome of the best model using original input
variables. (FromWarne,K., PrasadG.,RezvaniS., andMaguireL.,EngineeringAppli-
cations of Artificial Intelligence, 17, 871, 2004. With permission from Elsevier.)
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the high discrepancy between the prediction and experimental values for
some observations.

Multicollinearity and dimensionality reduction. In the previous
analysis, the most influential variables are selected and used in the
model. However, multicollinearity in data is not explicitly addressed.
Serious multicollinearity effects can lead to suboptimal models. To test
this, PCA on the set of input variables has been performed. The results
from the PCA are presented in Table 6.12. It shows 11 PCs and their
corresponding eigenvalues (variance), percent total variance accounted
for by each PC, and the total variance accumulated by the PCs up to that
PC in the list. It shows that five PCs take into account 99.01 percent of the
total variance.

The scree graph of variance versus component number is shown in
Figure 6.14. As discussed previously, how many PCs must be selected is
mainly determined by rule of thumb and ad hoc, and the justification is that
they are intuitively plausible and work. For example, the variables that are
highly correlated with the output must be in the PCs selected. A method
commonly used to select the number of PCs is to define a threshold
cumulative percentage variance that must be reached by the set of PCs. This
threshold is problem dependent and can range from 75 to 95 percent.
Another approach is to check the scree graph and select the point where the
graph becomes more or less horizontal. A third approach to determine the
number of PCs required is cross validation where the number of PCs that
produces the least validation error is found through testing.

Table 6.12 Result of PCA

Percent Variance Captured by PCA Model

PC No. Eigenvalue Variance (percent) Total Variance (percent)

1 8.297 75.431 75.431

2 1.935 17.591 93.022

3 0.349 3.181 96.203

4 0.216 1.963 98.167

5 0.093 0.843 99.010

6 0.057 0.523 99.533

7 0.027 0.253 99.786

8 0.011 0.096 99.883

9 0.007 0.063 99.946

10 0.005 0.049 99.996

11 0.0004 0.004 100

Source: From Warne, K., Prasad G., Rezvani S., and Maguire L., Engineering
Applications of Artificial Intelligence, 17, 871, 2004. With permission from Elsevier.
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In this case study, all three methods have been used. The first two
rules were used to select a subset of PCs, and the selected subset was
then subjected to cross validation to select the number of PCs to produce
optimal results. Catell [18] suggests 70 percent as the threshold variance, and
if it is adopted for this case, only one component is retained. Others have
suggested cut-off points ranging from 70 to 95 percent [11], which
significantly affects the number of PCs retained. The scree graph in
Figure 6.14 indicates that beyond three or four PCs, the graph is more or
less a straight line. Table 6.12 points out that beyond four PCs, the
difference in variation between the two successive components is fairly
constant. Both three and four PCs were retained, and cross validation
was conducted to determine the best number to provide the least
validation error.

6.9.2 PCA-Based Neural Network Modeling

After the desired number of PCs is retained, neural networks can be trained
with these PCs as input instead of the original variables. This architecture is
illustrated in Figure 6.15.

The smaller number of PCs results in a less complex network, and the
orthogonal transformed variables (PCs) that are linear combinations of
original variables overcome the problem of overfitting commonly
encountered in neural networks. The network has three or four inputs
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Figure 6.14 The scree graph of variance versus component number. (From Warne,
K., Prasad G., Rezvani S., and Maguire L., Engineering Applications of Artificial
Intelligence, 17, 871, 2004. With permission from Elsevier.)
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corresponding to the number of PCs, two hidden neurons, and one neuron
in the output layer; and this structure remains fixed to compare different
input selection techniques discussed previously. Training was done using
backpropagation. The results for the network with three inputs are shown in
Figure 6.16a along with the laboratory-measured mean value for anchorage.
The comparison of network performance with three and four PCs is
illustrated in Figure 6.16b. The mean squared error for training and
validation data using the PCs is shown in Table 6.13.

The advantage of using the PCs in a network is that they remove the
effect of multicollinearity that could lead to ill conditioning (numerical
instability in generating a solution) and high prediction variance. Now that
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Figure 6.15 The PCA-based neural network architecture. (From Warne, K., Prasad
G., Rezvani S., and Maguire L., Engineering Applications of Artificial Intelligence,
17, 871, 2004. With permission from Elsevier.)
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Figure 6.16 Comparison of network performance with laboratory-measured
anchorage: (a) performance with three PCs, (b) performance with three and four
PCs superimposed on laboratory measurements. (From Warne, K., Prasad G.,
Rezvani S., and Maguire L., Engineering Applications of Artificial Intelligence, 17,
871, 2004. With permission from Elsevier.)
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network training with an input set with collinear variables (original best
predictors) as well as a set of orthogonal variables (PCs) has been carried
out in this case study, the effect of multicollinearity can be studied.
Table 6.11 and Table 6.13 show remarkable differences for the non-PCA-
and PCA-based methods. For instance, Table 6.11 clearly shows that for the
non-PCA approach training error continues to decrease, but the validation
error decreases initially and then starts increasing after 400 iterations
(epochs). This indicates that the network starts overfitting at this point, as
shown in Figure 6.17 which compares the training and validation for non-
PCA- and PCA-based approaches.

The PCA-based approach, in contrast, almost eliminates overfitting. It
can be seen that both the training and validation errors decrease and level
off to a constant value which is particularly evident for the network with
three PCs. Another important observation relates to prediction variance. The
PCA-based networks show an improvement in prediction variance,
indicating that collinearity exists within the data and must be addressed in
the development of robust inferential models. The results show that PCA is
suitable for dealing with this issue.

With regard to how many PCs are optimal, Table 6.13 indicates clearly
that three PCs as inputs are the best because for this case, both MSE and
prediction variance are the smallest. This illustrates that the choice of the
number of PCs is important, and although more PCs may capture more of
the variance in the original data, this may not always result in an improved
model.

Table 6.13 Performance Measures for PCA-Based Neural Networks Using
Different Number of PCs as Inputs

PC-3 PC-4

Validation Validation

Iterations

Training

MSE MSE

Accuracy

(percent)

Prediction

Variance

Training

MSE MSE

Accuracy

(percent)

Prediction

Variance

50 0.073441 0.538 73.95 0.604 0.089401 0.145 85.50 0.401

100 0.06225 0.4805 77.80 0.467 0.088209 0.144 85.98 0.372

400 0.0625 0.435 78.95 0.458 0.06969 0.146 85.27 0.378

700 0.05499 0.356 81.99 0.429 0.058081 0.144 85.34 0.387

1000 0.0522 0.33 82.10 0.448 0.063504 0.1305 86.10 0.359

1500 0.052 0.19 84.20 0.38 0.045796 0.14 85.44 0.388

5000 0.05095 0.126 87.80 0.362 0.044524 0.142 85.40 0.401

10 000 0.0384 0.111 88.90 0.344 0.042849 0.156 83.34 0.404

Source: From Warne, K., Prasad G., Rezvani S., and Maguire L., Engineering
Applications of Artificial Intelligence, 17, 871, 2004. With permission from Elsevier.
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6.9.3 Effect of Hidden Neurons for Non-PCA- and
PCA-Based Approaches

So far in this case study, the number of neurons has been fixed to compare
the effect of different approaches to input selection and feature extraction.
The effect of the number of hidden neurons and layers has also been
investigated, and the prediction (validation) error for networks with 2, 3, 4,
5, 6, 7, and 8 neurons for the non-PCA- and PCA-based approaches are
shown in Figure 6.18.

Figure 6.18 highlights some interesting observations. For the non-PCA-
based approach, prediction error decreases as the number of neurons
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Figure 6.17 (a) Training and (b) validation errors for non-PCA- and PCA-based
modeling approaches. (From Warne, K., Prasad G., Rezvani S., and Maguire L.,
Engineering Applications of Artificial Intelligence, 17, 871, 2004. With permission
from Elsevier.)
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increases from two to five and increases thereafter. This means that five
neurons are optimal; beyond five neurons gives the network too much
flexibility, and further increasing the number of hidden neurons makes them
mimic and memorize the data, thereby eroding prediction accuracy further.
However with PCs as inputs, two hidden neurons are optimal, as opposed to
five in a non-PCA case. Furthermore, the prediction MSE increases only
slightly and plateaus quickly with further increase in the number of hidden
neurons indicating the resilience of the PCA-based networks. It was also
found that increasing the number of hidden layers increases the MSE for
both approaches.

6.9.4 Case Study Summary

This case study presents a systematic framework for the development of
inferential models from correlated data. The problem involves developing a
robust model to assess a quality measure (anchorage) of adhesive coated
substrates used for medical packaging from 11 influential variables. The
results show clearly that neural network performance can be significantly
improved by incorporating a PCA initialization model to the inferential
model. In this particular case, PCA reduced the dimensionality from eleven
to three, which accounted for 96 percent of the variation in the original
process variables and produced the optimum network performance.
Moreover, the PCA addressed the issue of multicollinearity within data
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Figure 6.18 Effect of number of hidden neurons on the prediction error for non-
PCA- and PCA-based approaches. (From Warne, K., Prasad G., Rezvani S., and
Maguire L., Engineering Applications of Artificial Intelligence, 17, 871, 2004. With
permission from Elsevier.)
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and eliminated overfitting. The optimum number of hidden neurons for the
PCA-based network is fewer than that required for a network with original
variables, and further increases beyond the optimum number of neurons
result in only a small effect on prediction error. Because the number of
inputs is significantly reduced, the network architecture is less complex and
training time is reduced.

6.10 Summary

This chapter addresses some important aspects of data preprocessing and
illustrates the concepts using examples. The positive effect of preprocessing
on structural complexity and model accuracy is also demonstrated using a
case study. Histograms, scatter plots, correlation plots, parallel visualizations,
and projections of multidimensional data onto two dimensions are presented
as an aid in understanding the character, trends, and relationships in data.
Correlation and covariance are used to measure strength of relationships and
dispersions in data. Data normalization is helpful in putting the values of all
variables in a similar range so that the influence of those with smaller values is
not masked by that of the variables with higher values. This chapter presents
several approaches to normalization: standardization, range scaling, and
whitening. The latter allows normalization of correlated multivariate data.

A great deal of attention is paid to input selection and dimensionality
reduction for improving model development and accuracy. The use of
statistical tools such as partial correlation, multiple regression, and best
subsets regression for input selection are explained, and PCA and partial least
squares regression are presented as suitable methods for dimensionality
reduction and feature extraction. Outlier detection and noise removal in
multivariate data are also addressed in this chapter. Various approaches to
data preprocessing presented in the chapter are further demonstrated using
an example case study involving a real application. The case study illustrates
that dimensionality reduction leads to less complex models with higher
generalization ability than those using original correlated input data. The
validity of this approach for a more complex problem [20] is illustrated in
Chapter 7.

This chapter deals with linear approaches to input selection and feature
extraction (except for self-organization maps). These have been widely
used in data preprocessing. However, in many biological and natural
systems, correlations can be highly nonlinear and approaches that capture
these nonlinear trends are advantageous in input selection in feature
extraction. Some of the emerging techniques for nonlinear data preproces-
sing—Partial Mutual Information, Self-Organizing Maps, Generalized
Regression Neural Networks and Genetic Algorithms—are presented in
detail in Chapter 9, Section 9.10.1.
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Problems

1. What is correlation, and what does it measure?
2. What information does covariance convey about multivariate data?
3. For a multivariate dataset of choice, obtain histograms and scatter

plots and learn as much as possible about the statistical nature
(mean, standard deviation, etc.) and trends in data.

4. For the data in Problem 3 above, determine correlation coefficients
and covariances, and learn as much as possible about the variables
that are influential in predicting the output and those that are
strongly correlated.

5. What is the purpose of normalization of data?
6. Ascertain if any normalization is useful for the data in Problem 3 and

use all or suitable normalization methods discussed in Section 6.4
on the data. Would one method be more advantageous than the
others? Try any other methods that you are familiar with.

7. Apply the input selection methods presented in Section 6.5 (partial
correlation, multiple regression, best subsets regression) or any
other method that you know, and select the inputs that influence
the output most.

8. Train a multilayer network with original inputs and the best subset
of inputs, and scrutinize the difference. Is there any advantage in
input selection?

9. What is dimensionality reduction, and how is it useful in modeling?
10. Explain purpose of principal component analysis and the basic idea

behind PCA.
11. For the data in Problem 3, perform PCA, and select the appropriate

number of PCs.
12. Train a new model with the selected PCs, and compare the results

with that based on the best subset of influential variables.
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Chapter 7

Assessment of
Uncertainty of Neural
Network Models Using
Bayesian Statistics

7.1 Introduction and Overview

A rigorous statistical approach requires not only a good estimation of the
model outputs but also an uncertainty estimate of the model parameters
(i.e., weights). This assessment must include individual uncertainties
and the correlation structure of these uncertainties. This is the common
approach to investigating the reliability of a model. In addition, uncertainty
of model predictions (i.e., output errors) must be evaluated for assessing the
reliability of predictions, especially if they are to be used in decision making
or as input to other models, which is common. Moreover, rigorous estimates
of the sensitivities, such as sensitivity of output(s) to inputs can provide
useful information about relevant inputs and an estimate of their
contribution to the model predictions.

Although neural networks have been used to model complex
phenomena, until now tools for assessing the uncertainty of neural network
statistical models have been limited. In this chapter, uncertainty estimate
tools for neural networks in real-world applications based on Bayesian
statistics are discussed. The uncertainty assessment tools provided here can

283



be used for a variety of probabilistic quantities related to the overall
uncertainty of neural network models, i.e., weights, output errors,
sensitivities for “automatic relevance” detection in selecting more relevant
inputs, and “novelty detection” to monitor outliers.

This chapter presents a detailed treatment of uncertainty assessment of
neural network models. These methods for neural networks are in their
infancy. In Section 7.2.1, the standard training criterion involving square
error and weight regularization used in network training (see Chapter 5) is
shown to be a special case of a more realistic case where variance of noise
and initial weights are used to regularize the training criterion. That standard
error minimization is equivalent to minimizing negative log likelihood in
statistical parameter estimation is also demonstrated. Using these concepts,
the optimum weights obtained from regular network training are put in
a Bayesian context to obtain a posteriori probability distribution functions
(PDFs) for the final weights of a network in Section 7.2.2 to Section 7.2.4. In
this formulation, the optimum weights obtained from network training are
the most probable or maximum a posteriori weights and the weight
distribution represents the uncertainty in weights.

In Section 7.2.5, the derivation of the PDF of weights using a case study
involving estimation of geophysical parameters that drive Earth’s atmos-
pheric radiative transfer phenomena from satellite data is illustrated.
A sample of weights extracted from the PDF is presented to illustrate their
behavior and correlation structure. The weight distribution is used to
generate uncertainty estimates for output error that is divided into
model error and intrinsic noise. These two aspects are treated in detail in
Section 7.3.1 and illustrated using the case study.

The last section of the chapter (Section 7.4) involves uncertainty
estimation of network input–output sensitivities for the purpose of
selecting inputs that significantly influence the outputs. Approaches to
determine the influence of inputs to outputs of a feedforward network are
presented in Section 7.4.1 with examples in Section 7.4.2. A theoretical
treatment of uncertainty of sensitivities is given in Section 7.4.3 and
illustrated through an example case study in Section 7.4.4. Specifically,
a detailed treatment of the effects of multicollinearity in inputs and outputs
on network training and outcomes is presented in Section 7.4.4.1 and it is
shown that the principal component (PC) decomposition of inputs and
outputs produces networks that have more stable sensitivities than those
using regular inputs and outputs that are correlated (Section 7.4.4.2 to
Section 7.4.4.5). The sensitivities obtained from principal component
analysis (PCA)-based networks also have smaller standard deviations
indicating less uncertainty in their values. The PCA approach produces
a much clearer view of how inputs are linked to outputs and therefore
relevant inputs can be identified with more confidence. A summary of the
chapter is presented in Section 7.5.

284 & Neural Networks for Applied Sciences and Engineering



7.2 Estimating Weight Uncertainty Using
Bayesian Statistics

In neural network training, some quality criterion, such as mean square
error or an additional regularization term, is minimized. This finds a single
set of values for the network weights. The Bayesian approach considers a
PDF in weight space representing the relative degree of belief in different
values for the weight vector [1]. This weight PDF is initially set to some prior
distribution P(W ), as shown in Figure 7.1. When no prior information is
available, it is set to a uniform distribution. After the data (D) has been
observed, it can be converted to a posterior distribution (P(W jD)) using
Bayes’ theorem. The optimum network weights found from minimizing the
quality criterion are the most probable weights represented by WMP in
Figure 7.1. The posterior distribution of weights can then be used to
evaluate uncertainties of predictions of the trained network for new values
of inputs. The weight distribution can also be used to assess other
uncertainties such as network sensitivities.

To demonstrate the relevance of Bayesian statistics, the usual approach
to training neural networks is revisited and then Bayesian concepts are
introduced appropriately.

7.2.1 Quality Criterion

As discussed in Chapter 4, the square error is the most commonly used error
criterion. A regularization term (i.e., sum of square weights) has been added
to the square error term in the “weight decay” scheme so that the weights are
kept small; large weights are often the cause of learning instability and they
lead to poor generalization. The combined error criterion is repeated in a

wMP

A posterior distribution of weights
P(w|D)

A priori distribution of weights
P(w)

Weight

Probability

Figure 7.1 Initial and posterior weight distributions.
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compact form in Equation 7.1:

EðwÞ Z bEDðwÞCaErðwÞ; ð7:1Þ

where ED(w) is the square error term and Er(w) is the weight decay term
expressed as

EDðwÞ Z
1

2

XN

nZ1

XK

kZ1

ðtn
k Kyn

k Þ
2

ErðwÞ Z
1

2

XW
iZ1

w2
i ;

ð7:2Þ

where tn
k is the k th desired output component and yn

k is the k th component
of the neural network output vector for the nth input–output pattern. N is
the total number of observations and K is the number of output components
(desired outputs). The term b in Equation 7.1 is the relative weight given to
the square error term and a is that of the weight decay. However, the real
meaning of b is that it represents the inverse of the observation noise
variance for all outputs and a is linked to the a priori general variance of
the weights.

The expression for E(w) in Equation 7.2 is a simplification of a more
realistic expression. For example, consider the case of a single output. The
error 3y measured as the difference between the target t and predicted y is
often supposed to follow a Gaussian distribution with a mean of zero and
variance s2. The ideal variance for the error distribution is called “intrinsic
noise” or the “natural variability” of the output variable y. If s2 is known, its
inverse a (i.e., aZ1/s2) can be incorporated into the square error quality
criterion ED(w) as a normalization term:

EDðwÞ Z
1

2

XN

nZ1

1

s2 ð3
n
y Þ

2 Z
1

2

XN

nZ1

að3n
y Þ

2; ð7:3Þ

where 3n
y is the error for the nth input pattern, i.e., 3n

y Z ðtnKynÞ. When no
information is available on s2 prior to training, it will be dropped and this
error criterion becomes the first expression in Equation 7.2, which is simply
the sum of square error for the difference between target and predicted
outputs. When there is more than one output, error distribution is
multivariate with a separate error variance for each output. In this case,
the error covariance among pairs of outputs in the error term must be
considered and this is efficiently accomplished by using the covariance
matrix. The ideal covariance matrix Cin for this multivariate error distribution
is the intrinsic noise or the natural variability of the variable vector y. If Cin is
known, its inverse CK1

in ZAin can be incorporated into the square error
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quality criterion ED(w) as

EDðwÞ Z
1

2

XN

nZ1

ð3n
y Þ

T$Ain$3n
y ð7:4Þ

where Ain is a matrix containing the inverse of the noise variance for each
output. The 3n

y is the error vector for the nth input–output pair and ð3n
y Þ

T is
the transpose of the error vector organized in a row for easier manipulation
of the error vectors to obtain the square error. As explained for the one-
output case, when no information is available on Cin prior to training, it
will be dropped and the error criterion becomes the first expression in
Equation 7.2.

As far as the regularization using weight decay is concerned, a similar
expression can be developed. Weight decay implies that one choose a
Gaussian a priori weight distribution for weight uncertainty [2]. This means
that each weight has an a priori Gaussian weight distribution. Consider the
case of a single weight w. If the a priori variance s2

r of the weight is known,
its inverse ar (i.e., arZ1=s2

r ) can be introduced as a normalization term into
the weight decay term Er(w) of the error criterion in Equation 7.2 in a similar
manner to that used for incorporating intrinsic variance into the square error
criterion:

ErðwÞ Z
1

2

w2

s2
r

Z
1

2
arw

2 ð7:5Þ

If the prior weight distribution P(W) is unknown, a uniform distribution
is assumed, as illustrated in Figure 7.1 for the case of a single weight. Then,
ar is dropped from Equation 7.5 and it is reduced to the commonly used
weight decay term with sum of square weights in Equation 7.2.

Many weights involve a multivariate weight distribution. If the
covariance matrix of the a priori distribution of network weights is Cr,
then its inverse CK1

r (i.e., CK1
r ZAr) can be used in the weight decay term as

ErðwÞ Z
1

2
wT$Ar$w; ð7:6Þ

where w is the weight and T denotes transpose. The expression on the right
hand basically repeats the modified decay term shown in Equation 7.5
efficiently for each of the weights in the network using the covariance for
all the weights. The covariance matrix Cr of a priori distribution of weights
has a different variance for each weight wi and describes a structure of
correlation between them. If the prior weight distribution p(W ) is unknown,
a uniform distribution is assumed for each weight as illustrated in Figure 7.1
for the case of a single weight. Then, Ar is dropped from Equation 7.6 and it
is reduced to the commonly used weight decay term with sum of square
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weights in Equation 7.2. Figure 7.1 and Equation 7.5 illustrate for a
single weight that learning in a general sense involves transforming the
initial weight distribution to a posterior distribution of the final weight,
where the WMP is the most probable (MP) weight that is determined from the
usual network training methods. Equation 7.6 extends this concept for the
multiple output case.

The parameters Ain and Ar, representing the inverse of output error
(observation noise) variance and inverse of the a priori variance of weights,
respectively, are called “hyperparameters.” As can be seen, the a and b

terms are simplified forms of the inverse of the relevant covariance matrices,
i.e., a is a weight for the regularization term and is linked to the a priori
general variance of the weights and b represents the inverse of the
observation noise variance for all outputs. This is obviously a poorer and
less general formulation than the more realistic matrix formulation;
however, it is difficult to estimate hyperparameters Ain and Ar and a method
to estimate these very important parameters is described later in this chapter.

7.2.2 Incorporating Bayesian Statistics to Estimate
Weight Uncertainty

The classical neural network theory can now be linked with Bayesian
statistics. In statistical parameter estimation, two approaches are commonly
used: maximum likelihood and Bayesian parameter estimation methods. In
fact, it can be shown that the mean square error criterion used thus far in
network training is motivated from the principle of maximum likelihood.
The goal of network training is to model the underlying generator of
data. The most complete description of the generator of data is the
expression of the joint probability p(x,t) in the joint target–input space. The
joint distribution using Bayes’ rule can be decomposed as [1,2]

pðx; tÞ Z pðtjxÞpðxÞ; ð7:7Þ

where p(tjx) is the probability density of t given that x takes a particular
value and p(x) is simply the probability density of x. The goal is to estimate
p(x,t) from data. Assuming that each data point is drawn independently and
probabilities can therefore be multiplied, the likelihood for a training
pattern {xn, tn} can be expressed as

L Z
YN
nZ1

pðtnjxnÞpðxnÞ; ð7:8Þ

where P denotes multiplication over the N training patterns. In maximum
likelihood, it is attempted to maximize L. However, instead of maximizing
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the likelihood, it is more convenient to minimize the negative logarithm
of the likelihood

E ZKln L ZK
X

n

ln pðtnjxnÞK
X

n

ln pðxnÞ; ð7:9Þ

where E is called the error function. The second term in Equation 7.9 does
not depend on the network weights and it therefore can be dropped so that
the error function becomes

E ZK
X

n

ln pðtnjxnÞ: ð7:10Þ

In the error function, an error term (Kln p(tnjxn)) for each pattern n is
summed over all patterns. The goal is to minimize E and this constitutes the
likelihood approach for parameter estimation. The t is a continuous variable
in the case of prediction and a class label in the case of classification. That
this is equivalent to sum of square error criterion will now be demonstrated.

7.2.2.1 Square Error

In parameter estimation, it is assumed that the target variable t can be
expressed by a deterministic function f (x) with added Gaussian noise 3. The
deterministic function can be obtained by any means and here it is treated as
a neural network regression model. For a single output case this can be
expressed as

t Z f ðxÞC3 ð7:11Þ

and illustrated in Figure 7.2a. As shown in the figure, the error, which is the
difference between the predicted outcome from f (x) and target t, is assumed
to follow a normal distribution with zero mean and standard deviation
s that does not depend on x (i.e., uniform variance or homoscedasticity).

x

f (x)

x0

t

y (x, w)y (x0)y (x0)

x0

t

(a) (b)
x

Figure 7.2 Target function and network approximations: (a) target function
yZf (x) to be approximated from data and (b) neural network approximation
y(x,w) of target function.
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Thus the error distribution can be expressed as a normal distribution with
zero mean and standard deviation s in the usual way:

pð3Þ Z
1ffiffiffiffiffiffiffiffiffiffiffi

2ps2
p eKð3Þ2

2s2 ð7:12Þ

Assume that the unknown function f (x) is approximated with a neural
network model y (x,w) where x is input and w is weight. A trained network
function must go through the mean of the target for any values of x, as
shown in Figure 7.2b. For example, the network output for a given value of
x0 is the mean of the target values for x0. Due to noise, there can be many
target values for a given value of x.

The distribution of the target values for a given value of x is the
conditional distribution of target values for that x depicted by p(tjx). This
distribution is essentially the noise distribution around the mean of the
target values for a given value of x, as illustrated in Figure 7.3 for a particular
value of x0. For the case of random noise and optimum model, this
distribution is Gaussian with standard deviation equal to noise standard
deviation s. The mean is the mean of the targets approximated by the
network output. In regression it is assumed that variance of this distribution
is constant across all value of x when the dataset becomes large.

The mean of the target for any value of x can be expressed as

f ðxÞ Z yðx;wÞ Z tK3: ð7:13Þ

Thus, the conditional distribution of targets p (tjx) can be expressed as a
normal distribution with the mean as given in Equation 7.13 and standard
deviation s in the usual way:

pðtjxÞ Z
1ffiffiffiffiffiffiffiffiffiffiffi

2ps2
p eKðtKyÞ2

2s2 Z
1ffiffiffiffiffiffiffiffiffiffiffi

2ps2
p eKð3Þ2

2s2 ð7:14Þ

x

y (x, w)

P (t |x0)

x0

t

y (x0)

Figure 7.3 Conditional probability distribution of target data for a given value of x.
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where y (x,w) is expressed as y for clarity. Thus, with the optimal regression
model, the conditional distribution of targets for a given value of x is the
noise distribution. Now, taking the logarithm of Equation 7.14:

ln pðtjxÞ ZK
ðtKyÞ2

2s2 K
1

2
ln 2pKln s: ð7:15Þ

This expression can be substituted into the negative log likelihood
expression in Equation 7.10 to obtain

E Z
1

2s2

XN

nZ1

ðtnKynÞ2 CN ln s C
N

2
ln 2p: ð7:16Þ

The second and third terms in Equation 7.16 do not depend on weights
and can therefore be dropped in error minimization with respect to weights.
Thus, the negative log likelihood function becomes

E Z
1

2s2

XN

nZ1

ðtnKynÞ2: ð7:17Þ

Equation 7.17 can be further simplified by omitting 1/s2, which is
constant. The standard square error minimization equation

E Z
1

2

XN

nZ1

ðtnKynÞ2 ð7:18Þ

is then obtained. Therefore, the mean square error criterion is a simplified
form of negative log likelihood. Therefore, minimizing square error is
equivalent to minimizing negative log likelihood (or maximizing
likelihood).

Having found w*, one can also find the optimum value for the error
variance s2 by minimizing E in Equation 7.16. This can be performed
analytically to obtain

dE

ds
ZK

1

s3

XN

nZ1

ftnKyðx;w�Þng2 CN
1

s
Z 0;

s2 Z
1

N

XN

nZ1

f yðx;w�ÞnKtng2;

ð7:19Þ

which states that the optimum value for s2 is the residual value of the mean
square error function at its minimum.

After a network is trained, weights are fixed at the optimum values
obtained from the learning process. To assess uncertainty of weights, a
weight distribution for the trained network must be obtained. This
distribution is called an a posteriori weight distribution and is illustrated
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in Figure 7.1 as p(wjD) for the case of a single weight, where wMP is the
optimum weight obtained from error minimization. Bayesian statistics
provides a framework for generating these distributions. To do this,
the intrinsic uncertainty of targets will first be examined and the concepts
derived there will be used to generate a posterior PDF for weights.

7.2.3 Intrinsic Uncertainty of Targets for Multivariate
Output

In model prediction there is usually a discrepancy between the target t and
prediction y. As presented in Section 7.2.2, the conditional probability
P(tjx,w) represents the variability of target t for a given input x and weight w.
This variability results from a variety of sources, including the error in the
model linking x to t (i.e., error in weights) or the observational noise on x
and t. If the trained neural network fits the data well, the intrinsic variability
of the target is evaluated by comparing the target output t for each input x
with the predicted output y. The expression for the case of a single output
was given in Equation 7.14, where it is represented by a conditional PDF
with a mean of zero and variance of s2. For the multivariate output case, this
distribution can generally be approximated by a Gaussian distribution with
zero mean and covariance Cin that measures the covariance between errors
for different output components. Thus, the variability of targets or the output
conditional probability for a given x in the case of multiple outputs can be
expressed as a multivariate normal distribution (analogous to Equation 7.14)
using the multivariate error ED(w) represented in Equation 7.4:

Pðtjx;wÞ Z
1

Z
eK1

23T
y $Ain$3y ð7:20Þ

where 3y is the error vector for the prediction y, 3T
y is the transpose of 3y. Ain

is the inverse of covariance matrix Cin of the intrinsic error for different
output components, as given in Equation 7.4. The Z is used to denote the
constant normalization factor in the expression for a normal distribution
which now becomes 1=ð2pÞw=2jCinj

1=2 where Cin is the covariance matrix.
The likelihood of the model, i.e., the likelihood of the model adequately
representing the data, can be expressed by evaluating the output
conditional probability (Equation 7.20) over the entire training database
that includes target output vector tn for each input pattern xn. If the whole
set of tn is denoted by D, then the likelihood of the model P(Djx,w) is the
multiplication of the conditional probabilities for each of the target patterns
tn, assuming that they are independent:

pðDjx;wÞ Z
YN
nZ1

pðtnjxn;wÞ ð7:21Þ
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where P denotes multiplication. This provides the probability distribution
for the output variability for the entire dataset. Substituting Equation 7.20
into Equation 7.21 and simplifying:

pðDjx;wÞ Z
YN
nZ1

1

Z
eK1

23
ðnÞT

y $Ain$3
ðnÞ
y Z

1

ZN e
K1

2

PN
nZ1

3
ðnÞT

y $Ain$3
ðnÞ
y

; ð7:22Þ

and substituting the expression in Equation 7.4:

PðDjx;wÞ Z
1

ZN eKEDðwÞ: ð7:23Þ

This simply states that the smaller the square error criterion ED, the more
likely that the output data set D is generated from the model (i.e., closer all
predictions y are to target t). The likelihood of the model depends on inputs
x, but because the weights are of interest and the distribution of x is not, x is
dropped from the subsequent expression. Focus will now be on p(Djw),
which is the likelihood of the model given the weights. With this
information, the probability distribution of weights can now be derived.

7.2.4 Probability Density Function of Weights

In neural network training, a point estimate of the model parameters w is
searched. This is the optimum weight vector. In the Bayesian context,
uncertainty of the weights is described by a probability distribution. This is
called the a posteriori distribution of weights, or conditional probability of
weights given data p(wjD), as shown in Figure 7.1, and expressed using
Bayes’ rule as

pðwjDÞ Z
pðDjwÞpðwÞ

pðDÞ
ð7:24Þ

where p(Djw) is the likelihood of the model already derived in Equation 7.23
and p(w) is the a priori probability of weights. When no prior information is
available, a uniform distribution is used for p(w), as illustrated in Figure 7.1.
The p(D) is the data probability that does not depend on weights. Therefore,
the latter two components can be considered as constant normalization
factors and the expression for p(Djx,w) in Equation 7.23 can be used to get
p(wjD) as

pðwjDÞ Z
1

ZN
1

eKEDðwÞ ð7:25Þ

where Z1 is a new constant normalization term including those for p(D) and
p(w). This is an expression for the a posteriori weight distribution containing
the square error criterion ED(w). To obtain ED(w), an approximation is used.
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Because w* is known after training, the error criterion around the optimum
weights ED(w*) can be expanded using a second-order Taylor expansion, as
illustrated graphically in Figure 7.4.

This gives an expression for the square error term for weights w in the
vicinity of w* as

EDðwÞ Z EDðw
�ÞCbT$Dw C

1

2
DwT$H$Dw ð7:26Þ

where ED(w*) is the minimum of MSE for the optimum weights, DwZ
wKw*, b is the Jacobian (first derivative) of ED(w) with respect to weights,
i.e., gradient ðvEDðwÞÞ=vw, for each weight. The second term on the right
hand side of Equation 7.26, bT$Dw, is the amount of error increase based on
the gradient for a small increment in weight by Dw around w*. The T is the
transpose. Because gradients are zero at the optimum weights, the linear
term bT$Dw drops from Equation 7.26. The third component in the equation
is the amount of error increase due to a small increment in weight Dw
based on the curvature expressed by H, the Hessian matrix, which is the
second derivative of error term with respect to weights, i.e., the curvature
ðv2EDðwÞÞ=ðvwivwjÞ with respect to a pair of weights wi and wj. (A full
treatment of gradients and the Hessian is given in Chapter 4.) Thus, a
second-order approximation to the weight distribution incorporating only
the curvature effects can be obtained by substituting Equation 7.26 into
Equation 7.25 as

pðwjDÞ Z
1

Z1

eKEDðw
�ÞK1

2DwT$H$Dw

feK1
2DwT$H$Dw:

ð7:27Þ

In the last expression, f denotes proportionality and this simplification is
possible because ED(w*) is constant at the optimum weights. This means that
the a posteriori distribution of weights follows a Gaussian distribution with

∆w

w *(w * − ∆w) 

ED(w − w *)

ED(w*)

ED(w)

w

Figure 7.4 Taylor series expansion of ED(w) around optimum weight w*.
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mean w* (note that DwZwKw*) and covariance matrix HK1. With the mean
and variance expressed this way, the probability distribution for the weights
can be generated with the w* obtained from training and the Hessian matrix
determined as discussed in Chapter 4. This probability represents the
plausibility for the weight w, not the probability of obtaining w from
the learning algorithm. Because the calculation of the Hessian is addressed in
Chapter 4, it will not be discussed further here.

7.2.5 Example Illustrating Generation of Probability
Distribution of Weights

7.2.5.1 Estimation of Geophysical Parameters from Remote
Sensing: A Case Study

To illustrate the use of the concepts described for obtaining probability
distribution for the weights, a case study reported by Aires [2] is presented.
The study involves estimation of geophysical parameters that drive Earth’s
atmospheric radiative transfer phenomena from the data collected through
remote sensing. These parameters are Earth surface skin temperature Ts, the
integrated water vapor content WV, and microwave surface emissivities Em.
They are the required parameters for models representing the radiative
transfer phenomenon. To make good atmospheric and climatological
predictions relating to this phenomenon, reliable estimates for these
geophysical parameters are needed. Direct estimation is not easy due to
the complexity of the physical process; therefore, an indirect method must
be used.

The goal of the study is to apply neural networks for remote sensing of
these surface and atmospheric parameters where a nonlinear multivariate
neural network regression model represents the inverse radiative transfer
function. This type of problem is called “inverse parameter estimation,”
where the parameters of a process are estimated from the known outcomes
of the process [15–17]. In direct methods, outcomes are predicted from
known parameters. The task for the neural network model is to retrieve Ts,
WV, and Em between 19 and 85 GHz frequencies from the remotely
measured microwave brightness temperatures (TB) obtained from satellite
data. Thus, the parameters are retrieved from indirect radiative measure-
ments obtained from satellite data. The emissivities (Em) are described by
seven measurements made by seven different frequency/polarization
channels, making the total number of network outputs equal to nine
variables (Ts, WV, and seven Em components). The inputs are TB measured
at the same seven frequencies for which surface emissivities are retrieved
and surface temperature (Tlay) (i.e., eight indirect inputs).
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The database has been produced from global clear-sky data collected
from satellite images with 1 239 187 pixels repeatedly sampled every
3 hours, from July 1992 to June 1993 over land between 608S and 808N.
Basically, from the satellite images, microwave brightness temperature (TB)
has been determined and the coincident geophysical parameters have been
matched to the TB from various available sources to complete the database
consisting of eight inputs and nine outputs. When a model is developed
from these data, it would relate the inputs to a parameter space that allows
estimation of the geophysical properties for a particular combination
of inputs.

Neural network development. The learning database consisted of 20 000
randomly selected observations from the very large database. Sample size
was reduced because the computation of Hessian is time consuming. Of the
20 000 observations, 15 000 were used for training and model calibration
and 5000 for testing generalization behavior. The number of neurons in the
hidden layer was estimated by monitoring generalization error for different
choices and the optimal number was kept.

The network was multiplayer perceptron (MLP) with 17 inputs; these
were the seven original input variables plus the first guesses for the nine
parameters to be retrieved. Using experiential knowledge, initial guesses
can be estimated and using these as inputs can help a model narrow its
search space for the optimum weights. The hidden layer had 30 neurons and
the output layer had nine neurons corresponding to the nine geophysical
parameters to be retrieved. The channels from which the seven inputs
were obtained have a Gaussian instrumental noise of 0.68K standard
deviation. The inputs and outputs were first centered and then
normalized. The weights of the network were initialized prior to training
using a uniform distribution between K1 and 1. The network was trained
with conjugate gradient descent, a second-order learning method with
improved search direction. Training was done using training data and the
separate test dataset was used for assessing generalization behavior. The
trained network with optimum weights w* statistically represents the inverse
radiative transfer equation. Because the database was constructed in such a
way that it was representative of the whole domain, the network is valid for
all observations.

Results. Figure 7.5 presents plots of the first guesses and retrieved
parameters against target data for three parameters: Ts, WV, and Em for
19 GHz vertical polarization (Em19V). The figure shows that for each of
these parameters, the network retrievals are concentrated along the
diagonal, indicating that they are closer to the target than the first guesses.
A similar observation was made for the other six parameters.

Posterior distribution of network weights. A rigorous model parameter
estimation should be followed by sensitivity analysis. A model can only be
trusted when its sensitivities to all the employed hypotheses are known.
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Here, the sensitivity analysis is performed by estimating the uncertainty of
the network weights. To derive the PDF of network weights, the Hessian
must be estimated, which when inverted gives the covariance matrix of
weights. The nature of the Hessian matrix is related to the structure of
network weights. For example, by definition, the Hessian is the second
derivative of error with respect to weights, as treated in detail in Chapter 4.
For two different weights wi and wj, the Hessian is a depiction of how error
gradient with respect to wi is sensitive to wj, i.e., how independent (or
correlated) the weights are. If two weights are independent, the Hessian will
be zero (or small) and if they are related, the Hessian will be large.
Therefore, the nondiagonal entries of the Hessian matrix, representing two
nonidentical weights wi and wj, indicate whether the weights in the network
are independent.

Ideally, weights should be independent and therefore nondiagonal
entries should be zero (or minimum). The diagonal terms that represent
rate of change of a gradient with respect to the same weight can be small
or large. The Hessian for this problem indicated that the weights between
input and hidden layer are more related than those between hidden and
output layers. After H is inverted, it becomes the covariance matrix of
network weights. For this structure of Hessian, the uncertainty of weights
between hidden-output layers is larger than that between the input-
hidden layers.

By using the Hessian, the PDF of weights was obtained from
Equation 7.27. The w* with plus or minus two standard deviations are
shown in Figure 7.6 for the first 100 weights in the top figure and for all
the 821 weights in the bottom figure. Weights from 510 to 819 are for
hidden-output layer connections and these are obviously more variable
than the input-hidden weights. This is because the first stage of processing
at the hidden layer is high-level processing that encompasses the non-
linearity of the network, whereas the second stage of processing at the
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Figure 7.5 Scatterplots of network output for three geophysical parameters: first
guess (gray) and retrieved (black) parameters against actual parameters. (From
Aires, F., Journal of Geophysical Research, 109, D10303, 2004.)
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output layer is low level, involving just a linear postprocessing of the
hidden-layer outputs.

Interpretation of weight uncertainty. From the distribution of weights,
sets of weights can be drawn for analyzing uncertainty. Each set represents a
particular network. Together, the sets of weights represent the uncertainty of
all network weights. Four sets of weights (mean plus three sets) extracted
from the weight distribution are shown in Figure 7.7.

In Figure 7.7, one sample is one network and it shows that the weights of
the three networks follow each other closely. Even if the sets of weights are
included within the large variability of the two standard deviations
envelope, the correlation constraints prevent any random oscillations due
to noise from imposing a structure on them. In other words, the weights
have considerable latitude to change but their correlations restrict them to
following a strong dependency structure. This explains why different weight
configurations can produce the same outputs.
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layer (top figure), and for all 821 weights with 510–819 indicating hidden-
output layer weights. (From Aires, F., Journal of Geophysical Research, 109,
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When there are many weights (in this study the number is 819, but it can
be thousands), an efficient sampling strategy must be used to sample
weights. The four sets of weights (mean plus three sets) shown in Figure 7.7
were extracted from the weight distribution using eigen-decomposition-
based sampling (i.e., PC). In eigen-decomposition, principal components of
weights are derived so that a lesser number of PCs than the actual number of
weights are used while preserving the weights and their correlation
structure in the PCs. From these, sets of weights can be extracted. Refer to
Chapter 6 for a detailed treatment of PCA.

The pattern of the weights depicted in Figure 7.6 and Figure 7.7
indicates that the structure of the weight correlations, not the actual values,
is the most important for the processing in the network. For example, if the
difference between two inputs is a good predictor, then as long as the two
weights linked to these inputs perform the difference, the absolute value of
the weights is not essential. Another source of uncertainty for the weights
arises from the fact that some permutations of neurons have no impact on
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the network. For example, if two hidden neurons in the network are
permuted, the network output would not change. This is because the
sigmoid transfer function used in the hidden neurons is saturated for
weighted sum of inputs entering it that are too high or too low; therefore,
change in weight going to such a neuron would have a negligible effect on
its output.

Some of the reasons why network weights can vary and still provide a
good model that generalizes well have been explained. Results indicate that
the variability of the network weights can be considered as a natural
variability that is inherent to the neural technique. From the user’s point of
view, the uncertainty that this variability produces in the network outputs
(or even more complex quantities such as sensitivities of output to inputs) is
more important than the variability of weights.

The case study described involved the development of tools to provide
insights into how the neural network model actually works and how the
network outputs are estimated. These novel developments draw neural
network techniques closer to better understood classical regression
methods in which it is standard practice to estimate uncertainties of the
parameters and it is completely mandatory before using the model. The
availability of similar statistical tools for investigation of internal structure
puts neural networks on a stronger theoretical and practical base and
presents them as a natural alternative to some traditional regression
methods with the advantage of nonlinear modeling.

The a posteriori PDF of the network weights derived here is useful in
investigating many types of uncertainties. In the next case study, the
probability distribution of the network sensitivities are investigated on the
basis of the PDF of weights described here. Another important application
of the PDF of network weights is the comparison of different network
models in light of the observations [3].

7.3 Assessing Uncertainty of Neural Network
Outputs Using Bayesian Statistics

A technique to estimate the uncertainty of network weights as proposed and
demonstrated by Aires [1] was presented in the previous section. In this
section, these weight uncertainty estimates will be used to compute
uncertainties in the network outputs (i.e., correlation structure of the output
errors and error bars). A rigorous model development requires not only
good quality outputs but also an uncertainty estimate of the outputs, such as
error bars and correlation structure of the error. This is especially important
where output accuracy is paramount in subsequent decision making, or
where the outputs are subsequently used as inputs into other models that
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use the estimated uncertainties, such as in meteorological and
climatological models.

The reliability of network predictions is important for any application.
For classical linear regression, the method of confidence intervals (CIs) is
well established. For nonlinear models, such approaches are more recent
and for neural networks they are rare. For neural networks, only root mean
square error (RMSE) of the generalization error is used, but this single
quantity is an average estimate and not situation dependent (i.e., does not
vary with inputs). The RMSE is good for linear problems. Situation
dependency, however, is more realistic for complex nonlinear relationships.
Bootstrap techniques have been used to estimate CIs for neural networks,
but they require a large number of computations. Rivals and Personnaz [4,5]
introduced CIs based on least-squares estimation. Here, a Bayesian statistics
approach to estimate errors for multiple outputs is presented. Earlier, the
Bayesian approach to estimating uncertainties in network weights
characterized by the PDF of weights was demonstrated. This PDF of
weights can be used to provide a framework for the characterization and
analysis of various sources of network errors, such as output errors and
sensitivities. These concepts are presented by extending the case study
described in Section 7.2.5.1.

7.3.1 Example Illustrating Uncertainty Assessment
of Output Errors

Estimation of geophysical parameters from remote sensing: a case study.
The application of the approach for assessing uncertainty in network
outputs using the same remote sensing problem described previously in
Section 7.2.5.1 is demonstrated. It involves the retrieval of geophysical
parameters that drive the Earth’s atmospheric radiative transfer phenomena
from satellite data collected over land. These parameters are Ts, WV, and Em.
A case study is presented here as reported by Aires et al. [6].

7.3.1.1 Total Network Output Errors

The network error can be divided into two sources: (1) errors due to
network weight uncertainty (i.e., model uncertainty), and (2) error from
all remaining sources (i.e., intrinsic noise that includes random error
due to measurement noise, error due to finite resolution of the
observation system, etc.). The model uncertainty itself results from
imperfections in data, nonoptimum network structure and nonoptimum
learning algorithms. These two uncertainty quantities for the model and
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intrinsic noise can be estimated. First, however, the total network output
error will be examined.

After learning, a network with good generalization behavior is obtained.
Model parameters are the optimum denoted by w*. The network output
errors can be computed as 3yZt – y over the database, where t is the target
and y is the network output; the output error follows a Gaussian distribution
with zero mean.

7.3.1.2 Error Correlation and Covariance Matrices

For each output variable, the mean and variance of error can be calculated
along with covariance of error between outputs. Thus, the total output error
covariance matrix, C0, can be obtained from the model using the dataset and
this covariance matrix of error describes the PDF of error. The diagonal
terms of this matrix are the error variance of each output variable and off-
diagonal terms are the covariance of output errors for pairs of output
variables. If the output variables are independent (i.e., not correlated), the
off-diagonal terms are zero.

In the remote sensing problem described here, the nine outputs of the
network correspond to Ts, WV, and Em for the seven frequency/polarization
channels. The frequency ranges from 19 to 85 GHz and polarization can be
either vertical or horizontal. For the trained network, the output error
covariance matrix, along with the correlations, are shown in Table 7.1 for
the nine output variables. The right/top triangle in the table denotes error
correlations and the left/bottom triangle presents error covariances. The
diagonal values are the variance of the error for individual output
parameters. The table clearly indicates that some errors are highly
correlated. For this reason, it is a mistake to monitor the error bars although
they are easier to understand because correlation structure can distort
individual output patterns. Aires et al. [6] state that the correlation of errors in
Table 7.1 demonstrates the expected behavior among the parameters. For
example, errors in Ts are negatively correlated with the other errors and
errors in WV are weakly correlated with other errors. Correlations between
emissivity errors are always of the same sign and are high for the same
polarization (vertical or horizontal) and decreases as the difference in
frequency increases.

7.3.1.3 Statistical Analysis of Error Covariance

The correlations present in Table 7.1 make it necessary to understand
uncertainty in multidimensional output space. This is more challenging than
determining individual error bars but is also much more informative [6]. To
statistically analyze C0, PCA was used that decomposes the covariance
matrix into eigenvectors (PCs) that are decorrelated (orthogonal). This
means that the set of eigenvectors constitutes a set of error patterns such
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that the contribution of each of these patterns to the total error is
decorrelated [6,7]. Each pattern represents a proportion of the total error
variance. For example, the curve denoted by “network output errors” in
Figure 7.8a presents the cumulative percentage of variance explained by the
PCs of C0. The components 1 and 2 explain 55 percent and 30 percent,
respectively, of the total error variance which means that the errors are
concentrated in the first two components. The other curves of this figure
will be explained shortly.

Figure 7.8b illustrates the factor loadings (i.e., weights or coefficients) of
the first four PCs for the actual output variable errors. Recall that these
weights indicate the relative importance of the variable to the PC. For
example, the first component is mainly related to Ts and emissivities with
vertical polarization. Negative weight for Ts and positive weights for
emissivities are consistent with the correlations in Table 7.1 that indicate that
Ts and emissivities are anticorrelated. WV dominates the second component,
along with emissivities for channels that are sensitive to WV, specifically
19 GHz and 85 GHz with horizontal polarization.

7.3.1.4 Decomposition of Total Output Error into Model
Error and Intrinsic Noise

Network output errors due to model parameter uncertainty. The output
error described in the previous section is the total error consisting of model
error and intrinsic noise. To obtain the covariance of the output error due to
weight (model) uncertainty, Bayesian statistics can be used. For example,
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Figure 7.8 Principal component decomposition of total error covariance matrix:
(a) Variance of the original output error explained by the PCs; (b) loadings of the
first four PCs with respect to errors of actual output variables. (From Aires, F.,
Prigent, C., and Rossow, W.B., Journal of Geophysical Research, 109, D10304,
2004.)
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the probability of outputs can be expressed as

pðtjx;DÞ Z

ð
pðtjx;wÞ$pðwjDÞdw ð7:28Þ

where D is the set of target outputs t in the database corresponding to inputs
x, i.e., dataset containing pairs of {xn, tn}. The expression in Equation 7.28
represents the output uncertainty taking into account the weight uncertainty
(distribution). The first component on the right hand is the conditional
probability distribution of the targets and represents the noise distribution as
given in Equation 7.20 that has the form

pðtjx;wÞ Z
1

Z
eK1

2ðtKyðx;wÞÞT$Ain$ðtKyðx;wÞÞ ð7:29Þ

where y(x,w) is the network function. The second component in
Equation 7.28 is the a posteriori PDF of weights expressed in Equation
7.27 and repeated here:

pðwjDÞ Z
1

ZN eKEDðw
�ÞK1

2DwT$H$Dw ð7:30Þ

Substituting Equation 7.29 and Equation 7.30 into Equation 7.28:

pðtjx;DÞ Z
1

z

ð
eK1

2ðtKyðx;wÞÞT$Ain$ðtKyðx;wÞÞ$eK1
2DwT$H$Dwdw ð7:31Þ

where the constant term eEDðw
�Þ, which contains the square error term for

optimum weights, has been put together with the other constant normali-
zation factors in z. Introducing a first-order expansion of the neural network
function, y(x,w), about w* gives

yðx;wÞ Z yðx;wÞCGT$Dw; ð7:32Þ

where G is the first derivative of network output with respect to weights at
the optimum weights w*, i.e. GZ ðvyðx;wÞ=ðvwwZw�Þ, which is a W!M
matrix where W is the total number of weights and M is total number of
outputs. Substituting Equation 7.32 into Equation 7.31 and simplifying
(details not shown) gives

pðtjx;DÞfeK1
23T

y $C0$3y ; ð7:33Þ

where

C0 Z Cin CGT $HK1$G: ð7:34Þ

The C0 in Equation 7.34 is the total output error covariance matrix
already presented in Table 7.1 and the above derivation has decomposed
it into two components: (1) intrinsic error covariance matrix Cin, which
in a single output case is the variance of the output error s2

in that was
explained in Section 7.2.3, and (2) covariance matrix for the model errors Cm
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expressed by GT$HK1$G. The latter is the error variance due to network
uncertainty (i.e., uncertainty of weights). Recall that HK1 is the covariance
matrix of weight uncertainty explained under “Posterior distribution of
network weights” in Section 7.2.5.1, where the example case study was first
introduced. For the case of one weight and one output, the covariance of the
model error simplifies to

Cm Z GT$HK1$G Z

vy
vw

� �
v2y
vw2

2

: ð7:35Þ

For a single weight w and single input–output case, the effect of the
intrinsic noise and weight uncertainty on the uncertainty of network output,
which is P(tjx,D) where D is the target data in the data set, is schematically
illustrated in Figure 7.9 and Figure 7.10 [1]. The mean of the predicted
output yMP is from the optimum weight that is the most probable weight wMP

in Bayesian formalism. Figure 7.9 depicts a case where the noise

t

wMP
w

y(x,w)

P(t |x,D)

P(w|D)
2sin

yMP

Figure 7.9 Uncertainty of network outputs dominated by variance of intrinsic
noise compared to uncertainty of network weights.

t

wMP

yMP

w

P(t |x,D)

y(x,w)

P(w|D)

Figure 7.10 Uncertainty of network outputs dominated by uncertainty of network
weights compared to variance of intrinsic noise.
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contribution dominates the output uncertainty compared to model error. In
Figure 7.9, y (x,w) is model prediction and the two lines depict plus or minus
1 standard deviation of the noise (sin). It also shows a posteriori distribution
of weights P (w jD), which is very narrow in relation to noise distribution.
Therefore, in this case, width of the distribution of network outputs is
primarily determined by the noise.

Figure 7.10 depicts a case where model error contribution dominates
output uncertainty compared to intrinsic noise. In this case, the a posteriori
distribution of weights is larger than the noise distribution and the width of
the distribution of network outputs is dominated by the distribution of
network weights.

The two error components for the example case study can now be
analyzed using the concepts presented here.

Network output errors due to model uncertainty, Cm. Because the
optimum network structure is known, the gradient with respect to weights G
is easily calculated. As presented in Section 7.2.5.1, the inverse Hessian,
HK1, is the covariance of the PDF of network weights. Recall that the
Hessian is a matrix containing the second derivative of network error with
respect to a pair of weights. Table 7.2 represents the covariance matrix of
error associated with uncertainty of weights, GT$HK1$G, computed for the
whole database. The top right triangle presents the correlation of output
errors due to model uncertainty.

Although some of the bottom left values representing covariance matrix
are close to zero (artifact due to ranges of variables being different to
each other), the correlation structure is still apparent from the top right
portion where the correlation coefficients are presented. The correlation
of errors due to model uncertainty has a relatively small magnitude
(maximum of 0.55). However, the structure of these is similar to the
correlation structure for the global error covariance matrix in Table 7.1,
with the same signs for correlation and similar relative values
between variables.

This covariance matrix was decomposed using PCA to find error patterns
(PCs) involved in this component of error. The curve depicted by neural
network uncertainty in Figure 7.8a shows the cumulative percentage error
variance due to model uncertainty explained by the PCs, indicating that first,
second, and third components account for 40, 30, and 10 percent,
respectively, of variance, indicating that the model error variance is spread
across several significant components. Figure 7.11a shows the behavior
(loadings) of the first four PCs.

The overall behavior of the first component is rather similar to that of the
global error covariance matrix in Figure 7.8b, except for the sign. For
example, the first PC is related to Ts and emissivities in vertical polarization
with positive weight for Ts and negative weight for Em. The behavior of
component 2 is very similar to that of the global error covariance matrix and
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features WV and emissivities, especially the higher frequency channels that
are more sensitive to water vapor. The third component is mostly related to
low frequency emissivities in horizontal polarization. The second and third
components together account for model error variance stemming from
WV and related emissivities in horizontal polarization; the first component
mainly accounts for Ts and emissivities for vertical polarization, especially
the low-frequency ones.

Network output errors due to intrinsic noise of observations. Because the
total error covariance matrix, C0, and that for the error due to model
uncertainty, Cm, are known, the covariance matrix for the intrinsic error can
be found by subtracting the latter from the former:

Cin Z C0KCm ð7:36Þ

averaged over the whole database. This covariance matrix and correlations
among intrinsic noise in the nine output variables are presented in Table 7.3,
where the top right portion shows the correlation and the bottom left
portion presents the covariance structure.

Table 7.3 indicates that intrinsic error correlations can be very large,
reaching 0.99. The structure of the correlation matrix is interestingly
similar to that of the global error matrix, C0, except for the larger values.
The PCA shows that most of the error variability (90 percent) is captured
by the first PC, as shown in the graph denoted by intrinsic errors in
Figure 7.8a, meaning that the number of degrees of freedom in the
intrinsic output error variability is limited. Figure 7.11b shows that the first
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Figure 7.11 Principal component decomposition of model errorand intrinsic noise
covariance matrices: (a) loadings of the first four PCs of model error covariance
matrix with respect to errors of actual output variables, (b) loadings of the first four
PCs of intrinsic noise covariance matrix with respect to errors of actual output
variables. (From Aires, F., Prigent, C., and Rossow, W.B., Journal of Geophysical
Research, 109, D10304, 2004.)
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component is mostly related to Ts with a negative loading and to
emissivities with similar loadings. Thus, most of the intrinsic noise variance
is due to these variables. The second component shows a remarkable
similarity to the second component of the total error covariance matrix C0.
It is mainly related to WV and the emissivities at high frequencies. These,
however, account for only about 10 percent of the total intrinsic
noise variance.

7.4 Assessing the Sensitivity of Network Outputs
to Inputs

Neural networks nonlinearly relate several inputs to one or more outputs.
How can the influence of individual variables to outputs be rated? For this
purpose, the sensitivity of output(s) to inputs provides vital information.
The sensitivity of a network can be easily expressed as the partial derivative
of the network output with respect to inputs. They are very important in that
they allow statistical validation of how a trained neural network model
derives the outputs from inputs. These in essence reflect the trends captured
by the model and highlight the internal working of a model that correctly
captures essential relationships in the data. From a validated model, the
output sensitivity can be used to determine the most influential variables.
Moreover, these sensitivities are useful in identifying nonrobust models and
are therefore useful in model selection.

7.4.1 Approaches to Determine the Influence of Inputs
on Outputs in Feedforward Networks

The existing approaches to determining the importance of input variables to
the output of a feedforward network can be grouped into two classes. One
is based on the magnitude of weights and the other is based on sensitivity
analysis [8].

7.4.1.1 Methods Based on Magnitude of Weights

Methods based on the magnitude of weights group together those
approaches that are exclusively based on the values of the weights to
estimate the relative influence of each input variable on each of the
network outputs. These methods involve the calculation of the product
of the weighs (aij) between input i and hidden neuron j, and bjk between
hidden neuron j and output neuron k, for each of the hidden neurons
and then summation of the products. A representative of this type is
given by
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Qik Z

Pm
jZ1

aijPn

rZ1

arj

bjk

0
B@

1
CA

Pn
iZ1

Pm
jZ1

aijPn

rZ1

arj

bjk

0
B@

1
CA

; ð7:37Þ

where m is the number of hidden neurons and n is the number of inputs [9].
The

Pn
rZ1 arj is the sum of the weights between n inputs and neuron j. The

Qik is the relative influence of input variable xi on output yk in relation to
the rest of the input variables. The sum of relative influence of all inputs
must be equal to 1.0, and thus it represents the percentage contribution of
inputs to outputs.

A variant of the weight-based approach is the weight product [10] that
incorporates the ratio of the value of input variable xi and value of output
yk to the sum of the weight products as

WPik Z
xi

yk

Xm
jZ1

aijbjk; ð7:38Þ

where WPik is the influence of the input variable xi on the output yk.
However, analysis based on weights is not the most effective method for
determining the influence of variables [8].

7.4.1.2 Sensitivity Analysis

Sensitivity analysis is based on the effect observed in the output yk due to a
small change in input xi. The greater the observed effect, the greater the
sensitivity of output to that input (i.e., the greater the influence of the input).
The input sensitivity, also called the Jacobian, is obtained by the partial
differentiation of the output with respect to each of the inputs. Because
different input patterns can provide different sensitivity values, the mean
value is used to represent the overall sensitivity of an output to an input.

Sensitivity analysis can also be carried out with respect to the effect
observed in error due to changes in input xi. A common approach to this
sensitivity analysis is to clamp the input variable of interest xi to a fixed
value, usually the mean, and compare the effect of this on the output error
to the original error when the input variable is not clamped. The greater
the effect of clamping an input on output error, the greater the importance of
that input to the output.
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7.4.2 Example: Comparison of Methods to Assess
the Influence of Inputs on Outputs

Montano and Palmer [8] generated data for three input variables (X1, X2,
and X3) and the output Y from the following expression for comparative
study on different methods for assessing the contribution of input variables:

Y Z 0:0183eð4X2Þ C tanhðX3ÞC3N ð0; 0:01Þ ð7:39Þ

where the function between Y and X2 is exponential with a range between 0
and 1, and the function between Y and X3 is a hyperbolic tangent with a
range between K1 and 1. A random error 3 is added to the above expression
from a normal distribution with mean zero and standard deviation of 0.1.
The output variable was rescaled to a range between 0 and 1. The X1 is not
featured in the expression and therefore does not make any contribution to
the output.

The datasets consist of 500 patterns in the training set, 250 in the
validation set, and 250 in the test set. The network has three inputs, two
hidden neurons, and one output. Hyperbolic activation is used in the
hidden neurons and linear activation in the output neuron. The network
was trained with backpropagation with a learning rate of 0.25 and
momentum of 0.8. The validation set was used to obtain the best network
and the test set was used to assess the contribution of variables. To use the
weight-based methods, weights were extracted from the trained network.
To determine the weight product, WPi, the mean over all input patterns in
the test dataset was used; this is because each input pattern gives a different
WPik value. The sensitivity analysis requires the partial derivative of network
output(s) to inputs (Jacobians). (How to obtain the partial derivatives is
explained in Chapter 4.) The results from the three approaches (percentage
influence Qi, weight product WPi, and sensitivity analysis) are presented in
Table 7.4. For the latter two approaches, means and standard deviations are
presented. Similar to WPik, sensitivity also varies with input patterns and
therefore mean sensitivity must be used to assess the influence of an input.

Table 7.4 Comparison of Three Methods for Assessing the Contribution of
Inputs to Output

WPi Sensitivity Analysis

Qi (percent) Mean SD Mean SD

X1 1.395 0.009 0.025 0.005 0.003

X2 23.27 0.374 0.366 0.199 0.038

X3 75.34 3.194 3.906 1.376 0.665
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Results in Table 7.4 show that the three methods have correctly
established the significance of input variables identifying the hierarchy
among the inputs, with X3 being the most influential, followed by X2 and a
negligible influence of X1. For example, percentage contribution (Qi) shows
that the X3 contribution is 75.34 percent, X2 contribution is 23.27 percent
and X1 contribution is only 1.395 percent. The weight product and
sensitivity analysis methods have also captured the correct order of
importance of variables; however, with these two methods, mean values
can take any value between Ka and Ca. In terms of reliability, sensitivity
analysis is more accurate than the weight-product method because the
standard deviation of sensitivities is much smaller than that from weight
product. In the sensitivity analysis method, the more randomness there is in
function Y, the larger the standard deviation of the sensitivity. In the next
section, the discussion on sensitivity analysis is extended to assess the
uncertainty of sensitivities. First, however, the issues surrounding inputs and
outputs in general in relation to network structure are examined to shed
light on the uncertainty of network output sensitivity to inputs.

7.4.3 Uncertainty of Sensitivities

There are several concerns in relation to neural network model structure in
assessing uncertainty. These stem from the fact that models are trained to
obtain a good statistical fit of inputs to output(s), but no constraints are
generally applied to the internal structure. Statistical inference is often
considered to be an ill-posed inverse problem [9,10] and consequently,
many solutions can be found for the network parameters (weights) that
provide satisfactory outputs. One of the reasons for the nonunique solution
is that multicollinearity can exist among the variables. Such relationships are
also a major problem in linear regression and can lead to very unstable
regression parameters that drastically vary from one trial to another [9].
Partial derivatives are the equivalent of the linear regression parameters, so
it can be expected that in a neural network the partial derivatives
(sensitivity) can be highly variable and unreliable in the presence of
multicollinearity although output statistics are very good.

The solution to multicollinearity and all robustness problems in general
is to use some form of regularization [13]. Many regularization methods exist
that reduce the complexity (degrees of freedom) of a model resulting from
multicollinearity or excessive model flexibility. One method of regulari-
zation involving weight decay that controls the magnitude of the
weights, and weight-pruning methods that reduce the degrees of freedom
of a model were discussed in Chapter 5. Reducing the number of inputs is
one direct method of regularization that can also be used as a model
selection tool. However, Aires et al. [11] states that the introduction of

314 & Neural Networks for Applied Sciences and Engineering



redundant information in the input to a network can be useful in reducing
observational noise, as long as the network is regularized in some way. One
efficient method of eliminating multicollinearity while keeping most of the
variables is PCA, which linearly combines the inputs to produce new inputs
that are not correlated to each other. The same approach can be applied to
remove correlations among output variables in the case of multiple outputs.
In this representation, where correlations among inputs and outputs are
suppressed, the solution is expected to be unique, meaning that the
sensitivities should be more reliable and physically more meaningful.
Furthermore, the PCA representation suppresses part of the noise during
data compression, such that initial PCs represent the real variability of the
output and the remaining PCs are more likely to be related to Gaussian
noise of the instrument (or measurement) error, or to very minor variability
(i.e., unimportant information) [11].

7.4.4 Example Illustrating Uncertainty Assessment
of Network Sensitivity to Inputs

Estimation of geophysical parameters from remote sensing: a case study.
The use of the concepts of network sensitivities for estimating the relevance
of inputs and related network uncertainties in conjunction with PCA will be
demonstrated. The work presented here was reported by Aires et al. [11] and
is a continuation of the case study started in Section 7.2.5.1 and continued in
Section 7.3.1. Recall that the objective is to retrieve Ts, WV, and Em from
satellite data. The emissivities are described by seven measurements
made by seven different frequency/polarization channels, thereby making
the total number of outputs equal to nine variables (Ts, WV, and seven
Em components). The inputs are microwave brightness temperature (TB)
measured at the same seven frequencies for which surface emissivities are
retrieved and Tlay (i.e., eight indirect inputs). As noted in Section 7.2.5.1, it
has been possible to come up with first guesses for the nine outputs so that
the search for the optimum model can be made efficient. These first guesses
were also used as inputs, thus the total inputs were 17. The problem is to
retrieve the nine parameters (outputs) from 17 inputs.

7.4.4.1 PCA Decomposition of Inputs and Outputs

In PCA, new components are derived from original variables by multiplying
them by eigenvectors that contain factor loadings (i.e., coefficients) for each
of the original variables. If the original set of inputs and output variable
vectors are denoted by x and y, respectively, and the corresponding set of
means are denoted by x; y, then the expression for the jth PC denoted by
vector x 0

j can be expressed as
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where sx and sy are standard deviation vectors of inputs and output
variables, respectively, and uj and vj are the jth eigenvector for the inputs
and outputs, respectively. The T denotes transpose. For a dataset with N
input and output patterns, there are N values for each xj

0 and yj
0. As can be

seen from Equation 7.40, each original variable is standardized by
subtracting its mean and dividing by its standard deviation. The uj and vj

are derived from the covariance matrix of the standardized
original variables.

The dataset contained 20 000 input and output vectors. Input and output
variables showed multicollinearity as illustrated in Section 7.3.1 and
therefore PCA was appropriate. The results of PCA for the inputs and
outputs are shown in Table 7.5, where the first column indicates the number

Table 7.5 Cumulative Percentage Variance of Inputs and
Outputs Accounted for by the Number of PCs

Number of PCA
Components
Used

Cumulative
Explained Variance
for Inputs (percent)

Cumulative
Explained Variance

for Outputs (percent)

1 42.50 57.6844

2 68.23 94.1111

3 81.94 98.1895

4 86.38 99.4994

5 90.56 99.9346

6 92.64 99.9675

7 94.47 99.9910

8 96.09 99.9974

9 97.49 100.0000

10 98.35 –

11 99.01 –

12 99.46 –

13 99.78 –

14 99.87 –

15 99.94 –

16 99.98 –

17 100.00 –
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of PCs and the second and third columns represent the cumulative
explained variance (percent) for inputs and outputs, respectively.

Figure 7.12 shows the first four significant PCs (loadings) for the
inputs. In this study it was assumed that PCs that are at the bottom of
the list (higher-order) describe instrumental noise and unimportant
information.

The first PC, which explains 42.5 percent of the total variance according
to Table 7.5, is dominated by the first guess of Ts and regular inputs of TB
with very similar weights for all frequencies. The differences between the
information carried by horizontal and vertical polarization channels are
represented by the second component. The first guess for WV only
dominates in the fourth component.

Figure 7.13 shows the first four PC basis functions for the output data.
The first component explains more than half of the variance of the original
set of outputs (see Table 7.5) and is dominated by Ts and Em with similar
weights for all Em. The WV, as well as the differences in Em polarizations, are
represented in the second component. These two PCs together account for
94 percent of the variance of the outputs.
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Figure 7.12 Loadings for the 17 original input variables in the first four principal
components of input covariance matrix. (The inputs are, respectively, Ts,
WV, TB19V, TB19H, TB22V, TB22H, TB37V, TB37H, TB85V, TB85H, and first
guesses for the parameters of Em19V, Em19H, Em22V, Em37V, Em37H, Em85V, Em85H,
and Tlay.) (From Aires, F., Prigent, C., and Rossow, W.B., Journal of Geophysical
Research, 109, D10305, 2004.)
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Aires et al. [9] state that even if the PCA is only optimal for datasets
that follow Gaussian distributions, it can still be used for more complex
distributions with satisfactory compression levels. Applying PCA to
non-Gaussian data results in non-Gaussian distributions for the PCA
components. Figure 7.14 shows the first four output PC distributions,
which indicate that some distributions are skewed (C and D) and may
have positive kurtosis, i.e., platykurtic (Figure 7.14d), or negative
kurtosis, i.e., leptokurtic (Figure 7.14c). This makes the use of a
nonlinear model, such as neural networks, even more important. Dealing
with non-Gaussian distributed data requires a model that is able to
incorporate the complex and nonlinear dependencies in the data.
Furthermore, extreme events can occur that are represented by very
strong absolute values for some PCs. If these are considered outliers, they
can be removed using multivariate outlier detection methods discussed in
Chapter 6.

To check if the PCs of outputs are consistent with physical data, the
original data was projected, as shown in Figure 7.15, onto the first two PCs
that represent most (94 percent) of the variability. In the figure, clouds of
points are represented by one-sigma (standard deviation) contour lines for
clarity, meaning that the mean and the standard deviation of the represented
Gaussians are the mean and the standard deviation of the cloud of data
points. As can be seen, the projection onto principal space differentiates

−0.2

−0.4

−0.6

−0.8

−1

Component 1
Component 2
Component 3
Component 4

1

0.8

0.6

0.4

0.2

0

Ts WV Em19V Em19H Em22V Em37V Em37H Em85V Em85H

P
rin

ci
pa

l c
om

po
ne

nt

Figure 7.13 Loadings for the nine original output variables in the first four
principal components of output covariance matrix. (From Aires, F., Prigent, C., and
Rossow, W.B., Journal of Geophysical Research, 109, D10305, 2004.)
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different land surface types in a set of Gaussian modes that are well
separated and physically consistent.

PC maps, such as that shown in Figure 7.15, can therefore be used for
clustering and classification because they provide physically meaningful
interpretations. For example, the negative first component values, such as
those for rainforest, mean that for this vegetation type, Ts (earth surface
skin temperature), is above mean value. Recall that principal scores are
calculated by multiplying the PC loadings (see Figure 7.13) by the
corresponding value for the original standardized input variables. (Recall
also that the original variables are standardized by subtracting the mean
and dividing by the standard deviation.) The loading on the Ts in the first
component is negative in Figure 7.13. Therefore, for the scores shown in
Figure 7.15 to be negative for the rainforest, the standardized values of
the output Ts must be positive in this case. This can happen only if Ts is
above the mean for rainforest.

In contrast, tundra has a positive first component, indicating that Ts is
below the mean value. Similarly, the second component is highly positive
for the rainforest, indicating that WV is higher than the mean in the
equatorial regions, as expected. This is because the loading on WV in the
second component is positive. It is known that surface types represent a
large part of variability in the parameters (outputs); the fact that PCs can
coherently separate different surfaces demonstrates the significance of the
PCA representation. This is particularly important because in the next
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Figure 7.14 Histograms of first four principal components of the outputs. (From
Aires, F., Prigent, C., and Rossow, W.B., Journal of Geophysical Research, 109,
D10305, 2004.)
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section, PCs are used to regularize network learning. The patterns that are
found by PCs will distribute the contribution of each input and each output
for a given sensitivity and it is essential that these patterns have a physical
meaning [11].

7.4.4.2 PCA-Based Neural Network Regression

As discussed in Chapter 6, the use of PCs instead of raw inputs has several
benefits: it makes the network faster to train because of the reduced
dimensionality and reduced noise level in the observations [11,12]. The
network is also less complex with fewer inputs and outputs and there are
therefore fewerparameters tobeestimated. Consequently, the variance in the
determination of the actual values of weights is also reduced. Reduced
dimensions also make training simpler because the inputs are decorrelated.
As discussed earlier, correlated inputs, or multicollinearities, are known to
cause problems in model fitting; therefore, suppressing these makes the
minimization of the error criterion more efficient because it is easier to
minimize with less probability of getting trapped in a local minimum. It has
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Figure 7.15 One-sigma contour lines of distributions of output parameters
projected onto the first two principal components. (From Aires, F., Prigent, C., and
Rossow, W.B., Journal of Geophysical Research, 109, D10305, 2004.)
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the general effect of suppressing the uncertainty in the determination
of weights.

Selecting the number of PCs. Several methods for selecting the number
of components are discussed in Chapter 6. For neural networks,
experience shows that if the network is well regularized, once sufficient
information has been provided as input, adding more PCs as input does
not have a large effect on the retrieved results with the disadvantage of
the extra effort expended on training. In this study, a conservative
approach has been taken by keeping more components than the
denoising optimum would indicate so that all possibly useful information
is kept.

Apart from the benefits of denoising and compression, reduction of the
number of PCs has other effects on output retrieval quality. During the
learning stage, the network is able to relate each output to the inputs that
help predict it and disregard those that vary randomly. In some cases, the
number of inputs is so large (few thousands) that compression is essential
for meaningful interpretation of the network outputs in terms of inputs.
In this study, 12 components accounting for 99.46 percent of the total
variance (see Table 7.5) have been selected as inputs to the PC-
based network.

The number of PCs for network output is related to the retrieval error
magnitude for a nonregularized (non-PCA based) network. If the
compression error due to PCA is minimal compared to retrieval error,
the number of output components used is satisfactory [11]. It is not
practical to retrieve something that is, in essence, noise. Furthermore,
doing so could lead to numerical problems and interfere with the
retrieval of other more important components. In this study, five output
PCs have been used, accounting for 99.93 percent of the total variance
of the outputs (see Table 7.5). The number of input and output
components selected has other consequences, too. As presented in
Chapter 4, the Hessian, which by definition is the second derivative of
error, is used in second-order error minimization methods. The final
form of the Hessian simplifies to the second derivative of network
outputs with respect to weights. In some situations, the Hessian becomes
ill-conditioned, leading to numerical instability problems. This problem is
intimately related to the number of inputs and outputs selected for the
network [11].

Postprocessing of data after PC decomposition. Data normalization (i.e.,
standardization) is performed before PC decomposition, but a post-PC
normalization is also required. This is needed for both input and output PCs
because they have different dynamic ranges. For a particular input PC
denoted by x 0

j and output PC denoted by y 0
j, the normalized PCs (x 00

j and y 00
j )

are calculated as
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where �x0
j ; �y

0
j are the mean of input PC x 0

j and output PC y 0
j, respectively, and

sx0
j
and sy0

j
are the corresponding standard deviations.

Furthermore, the importance of each of the output components is not
equal; the first component represents 52.68 percent of the total variance,
whereas the fifth component represents only 0.43 percent. Therefore, giving
the same weight to each of these components during learning could be
misleading. To correct this, a weighting equal to the standard deviation of
the component has been given to each component in the square error
criterion, i.e., multiplying square error for each component by its standard
deviation. This is equivalent to using Equation 7.4 for the error criterion
ED(w), where Ain is a diagonal matrix with diagonal terms equal to the
standard deviation of the PCs. The off-diagonal terms are zero because there
is no correlation between the PCs. Thus, the first component is 50 times
more important than the fifth component.

Retrieval of results. The PCA-regularized network structure had 12
inputs, 30 hidden neurons and 5 outputs, whereas the nonregularized
network architecture had 17, 30, and 9, respectively. The root mean square
(RMS) retrieval error for the network with PC-based inputs and outputs
was slightly higher than that for the non-PCA based network. For example,
the RMS error for Ts was 1.53 compared to 1.46 for the non-PCA network.
This is expected because PCA representation reduces overfitting (variance)
and therefore, increases RMS error (bias), as illustrated in Chapter 6. The
difference in RMS error in this case is negligible.

The evolution of learning statistics for the first three output components
is illustrated in Figure 7.16, which indicates how the RMS error of the retrieval
of each output component decreases with learning iterations. It shows that
learning is unstable for some outputs with large initial oscillations due to the
complex mixing of the components that the network tries to retrieve,
meaning that each component mixes variability from each of the nine
original variables. The network decreases error in one component, and then
to reduce error in another component makes compromises that cause a
sudden hike in RMS error in another component. However, when these error
curves are translated back to the physical variables, more stable error curves
that steadily decrease with iterations are observed, as presented in
Figure 7.17 for three original outputs Ts, WV, and Em19H. The character of
the RMS curves for the other six original outputs is similar.
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7.4.4.3 Neural Network Sensitivities

A trained network is a statistical model relating inputs to outputs. It also
provides an efficient calculation of the network derivative with respect to
inputs, which is called a network Jacobian. The Jacobian concept is
powerful in that it allows for a statistical estimation of the multivariate and
nonlinear sensitivities connecting the inputs and outputs in a given model.
Specifically, the Jacobian gives the global mean sensitivities for each
retrieved output parameter thereby indicating the relative contribution of
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Figure 7.16 RMS error curves for the first three network output principal
components during learning. (From Aires, F., Prigent, C., and Rossow, W.B.,
Journal of Geophysical Research, 109, D10305, 2004.)
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each input to the retrieval of that output parameter. For a nonlinear model,
the Jacobian is situation dependent, meaning that it is not constant, but
depends on the input vector; the mean is therefore given over the whole
batch of input vectors.

Because the inputs are normalized, the network Jacobian would also be
normalized quantities. The Jacobian for the original physical quantities
ðvyj =vxiÞ (the sensitivity of output yj to input xi) can be obtained using
Equation 7.40 and Equation 7.41 with the chain rule of differentiation:

vy

vx
Z

vy

vy0

vy0

vy00

vy00

vx00

vx00

vx0

vx0

vx
; ð7:42Þ

where x and y are original input and output vectors, x 0 and y 0 are the PCs
and x 00 and y 00 are standardized PCs. From Equation 7.40, by putting all
eigenvectors for inputs together in a matrix U and those for outputs in V, each
of the derivatives in Equation 7.42 can be derived as

vy

vy0
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sy
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sx
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Substituting the derivatives in Equation 7.43 into Equation 7.42:

vy

vx
Z sy$½VT
K1sy0$

vy00

vx00
$sK1

x0 $UT$sK1
x ; ð7:44Þ

which translates the derivatives ðvy00=vx00Þ based on standardized PCs to
those with respect to original variables, ðvy=vxÞ. In Equation 7.44, x is the
vector of n original inputs {x1, x2,., xn} and Y is the vector of k original
outputs {y1, y2,., yk} and sx and sy are the vectors of standard deviations
of original inputs and outputs. The U and V are the matrices of
eigenvectors (sets of ui and vj given in Equation 7.40) derived from the
covariance matrices of original inputs and original outputs, respectively.
Recall that ui contains loadings for each original input in the ith input PC
and vj contains loadings for each original output in the jth output PC.
The left side of Equation 7.44 is a matrix containing the sensitivity of
each original output yj to each of the original input variables xi. To
compare sensitivities between variables with different variation charac-
teristics, their standard deviations (sx, sy) in Equation 7.44 can be
suppressed so that for each input and output variable, normalization by
their standard deviation is used. The resulting nonlinear Jacobians
indicate the relative contribution of each input to the retrieval of a given
output variable.
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7.4.4.4 Uncertainty of Input Sensitivity

In an investigation of the sensitivity (Jacobian) of the network, its
uncertainty or variance must be considered. Uncertainty is expressed as
PDFs and PDFs of the Jacobians are therefore necessary. There is no direct
way to estimate PDFs of Jacobians, so simulations must be used to indirectly
obtain these quantities using the network weight uncertainties. After
training, the maximum a posteriori (MAP) weights w* are obtained, which
are also the most probable weights. With these weights, the mean or MAP
Jacobian corresponding to the most probable weights can be obtained.
However, the mean Jacobian is not sufficient for real sensitivity analysis and
uncertainty in this estimate is needed.

Even if uncertainty estimates are not of interest, using only w* to directly
estimate other dependent quantities may not be optimal. This is because in
a high dimensional space, the densest areas of the weight distribution
(location where the probability is higher) can be far from the most probable
state, which is the MAP state. In fact, the high dimensions make the masses
of PDFs more on the periphery of the density domain and less at the center
[11]. Nonlinearity can also distort the distribution of estimated quantities
such as weights. This is another reason why it is better to use a sample of
weights from the weights PDF. Weight PDFs have already been derived
in Section 7.2.4 using Bayesian statistics and can therefore be used for
assessing uncertainty in network sensitivities.

As mentioned previously, without a priori information, the internal
regularities of the network have no constraints, which can lead to high
variability of the Jacobians that must be assessed. To estimate these
uncertainties, 1000 samples of weights were extracted from the weights PDF
using a Monte Carlo simulation that is designed to sample mostly the
significant part of the weight space. Sampling a PDF in high dimensional
weight space (819 weights in this study) can be very time consuming, and
methods such as Monte Carlo simulations are needed for efficient sampling.
One sample is one set of values for the 819 weights in the network (i.e., one
network). For each weight sample wr, the mean Jacobian over the entire
dataset was calculated. With 1000 samples, there were 1000 mean Jacobian
values for each output–input combination ðvyj =vxiÞ, which comprises the
Jacobian matrix ðvy=vxÞ. These are used to obtain the PDF for each
individual component of the Jacobian in ðvy=vxÞ (i.e., all ðvyj =vxiÞ

components). From these PDFs, the mean and standard deviation of each
Jacobian can be obtained; these are shown in Table 7.6 for the non-PCA-
based network. These values indicate the relative contribution of each input
to the retrieval of a given output parameter. In the table, rows are inputs and
columns are outputs. The latter half of the input variables in the first column
represents the first guesses for the output variables.
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Table 7.6 indicates that the variability of the Jacobians is large in that they
can be up to several times the mean value. For most cases, Jacobian value is
not in the confidence interval (the symbol * above a number indicates the
sensitivities with positive 5 percent significance tests), meaning that the
actual value is not significant. In the table, sensitivities higher than 0.3 are in
bold. In linear regression, nonsignificant parameters are often an indication
that multicollinearity exists.

Twenty samples of five sensitivities (normalized) extracted from the
sensitivity PDFs, along with the distribution of these sensitivities, are shown
in Figure 7.18. They confirm that sensitivities are highly variable and the
distributions of Jacobian show that most of them are not statistically
significant. The reason for such uncertainty could be the interference of
multicollinearity during the learning process resulting from the introduction
of compensation phenomena. For example, if two correlated variables are
used to predict an outcome, then learning has some indeterminacy,
meaning that it can give more emphasis to the first input and compensate for
it by underallocation in the second correlated variable. This can be
reciprocated from one epoch to another and therefore the two
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corresponding sensitivities can be highly variable from epoch to epoch. The
output prediction could be just as good for both cases, but the internal
structure (e.g., Jacobians) of the model would be different. Because these
structures are of interest in assessing relative contribution of inputs, the
problem must be addressed.

First, to see if multicollinearity is at the root of such large uncertainty in
Jacobians, correlation between the sensitivities were determined and given
in Table 7.7.

Table 7.7 shows that some sensitivities are indeed significantly
correlated, indicating that correlated sensitivities are related following
the compensation principle. For example, correlation between ðvTs=vTB
19V Þ and ðvTs=vTB22V Þ is larger in absolute value than Ts to high
frequency TB. The negative sign of this relationship can be explained
by the fact that TB19V and TB22V are highly correlated. For example, a
large sensitivity of Ts to TB19V is compensated for in the network by a
low sensitivity to TB22V, giving rise to a negative correlation between
the two sensitivities. Although the absolute values of correlation are not
high, when added, these correlations define quite a complex and strong
dependency structure among sensitivities. This is a sign that multi-
collinearities exist and consequent compensations are occurring in
the network.

7.4.4.5 PCA-Regularized Jacobians

Now that the structure of sensitivities of the nonregularized network that
uses original inputs is known, it can be compared with the sensitivity
structure for PCA-regularized network. The mean and standard deviations
for sensitivity of output PCs to input PCs in the PCA-based network
described in Section 7.4.4.2 are given in Table 7.8. These results are much
more stable and satisfactory than those for the non-PCA network. Compare
the standard deviations in Table 7.8 and Table 7.6.

Table 7.8 shows some high sensitivities and they were all significant to
the 5 percent confidence level. This sensitivity matrix also highlights how
the network relates inputs to outputs. For example, the first output
component is highly related to the first input component with a sensitivity
of 0.81, but also to the third component with a sensitivity of 0.51. This
indicates that the network has to nonlinearly transform input components
to retrieve the output components. As the number of the important
output components increases, the number of input components increases,
too; however, higher order input components (i.e., higher than fifth) have
limited impact. It must be noted that even if the mean sensitivity of an
input component is low for the major output components, an input
component can have an impact on the retrieval of output components in
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some situations, such as shown in bold for the output component 5. This
is because the nonlinearity of a network makes it situation dependent
(dependence on the input vectors) and therefore an input component can
be valuable in some situations.

The Jacobians in Table 7.8 are in the PC space and therefore cannot be
compared directly with nonregularized sensitivities in Table 7.6. Therefore,
PCA-based sensitivities were transformed to those for actual physical
variables using Equation 7.44 and presented in Table 7.9 for comparison
with Table 7.6. In Table 7.9, rows are the original input variables and
columns are the original output variables. The latter half of the variables in
the first column represents the first guesses for the retrieved
output variables.

The uncertainty of mean sensitivities is extremely low now, and most
of the mean sensitivities are significant to the 5 percent level. Compare
again the standard deviations in Table 7.9 and Table 7.6. These results
illustrate that PCA has resolved the problem of multicollinearity by
suppressing them in the network. Because the interferences among
variables are suppressed, the standard deviation of each sensitivity is very
small compared to those found for a non-PCA network (Table 7.6). Further-
more, these sensitivities are physically more meaningful. For example,

Table 7.8 Global Mean Regularized Neural Sensitivities, yj
00/xi

00, of Output
Principal Components to Input Components

NN outputs

NN inputs Compo 1a Compo 2 Compo 3 Compo 4 Compo 5

Compo 1 K0.810.81GG0.010.01 K0.25G0.01 0.530.53GG0.010.01 K0.05G0.01 K0.03G0.01

Compo 2 K0.21G0.01 K0.690.69GG0.010.01 K0.620.62GG0.010.01 0.16G0.01 0.10G0.02

Compo 3 0.510.51GG0.010.01 K0.650.65GG0.010.01 0.410.41GG0.010.01 0.470.47GG0.010.01 0.02G0.01

Compo 4 0.17G0.01 K0.460.46GG0.010.01 0.05G0.01 K0.440.44GG0.010.01 K0.07G0.01

Compo 5 K0.06G0.01 0.04G0.01 K0.00G0.01 K0.02G0.01 0.770.77GG0.010.01

Compo 6 K0.01G0.01 0.02G0.01 0.01G0.01 0.02G0.01 0.07G0.01

Compo 7 K0.01G0.01 0.02G0.01 K0.01G0.01 K0.02G0.01 0.10G0.01

Compo 8 K0.03G0.01 K0.10G0.01 0.01G0.01 K0.04G0.01 K0.05G0.01

Compo 9 0.01G0.01 0.02G0.01 K0.01G0.01 K0.00G0.01 K0.25G0.01

Compo 10 K0.01G0.01 0.03G0.01 0.00G0.01 0.02G0.01 0.12G0.01

Compo 11 K0.14G0.01 0.22G0.01 K0.01G0.01 0.05G0.01 0.25G0.01

Compo 12 0.10G0.01 K0.18G0.01 0.10G0.01 0.08G0.01 K0.14G0.01

Columns are network outputs, yj
00, and rows are network inputs, xi

00. Sensitivities
with absolute value higher than 0.3 are in bold. aCompo refers to PCA component.
(Source: Aires, F., Prigent, C., and Rossow, W.B., Journal of Geophysical Research,
109, D10305, 2004.)
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retrieved Ts is sensitive to TB at vertical polarization for the low
frequencies and to the first guess of Ts. The sensitivity of retrieved Ts to
the first guess emissivities is weak regardless of the polarization
and frequency.

Information on WV clearly comes from the 85 GHz horizontal
polarization channel. The sensitivity of WV to TB85H is almost twice as
large as that to first guess WV, indicating that the most relevant
information for the retrieval of WV is extracted from this channel. The
sensitivity of the retrieved emissivities depends on the polarization. For
example, vertical polarization emissivities are more directly related to first
guess of Ts and TBV whereas those for horizontal polarization are
dominated by their first guess emissivity. Thus, the sensitivity matrix
clearly illustrates how the network extracts information from the inputs in
the retrieval of outputs.

A sample of these sensitivities and their PDFs are presented in Figure 7.19
and the comparison of the corresponding figure for non-PCA network in
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(top) and their PDFs (bottom). (From Aires, F.,

Prigent, C., and Rossow, W.B., Journal of Geophysical Research, 109, D10305,
2004.)
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Figure 7.18 confirms the robustness and stability of the Jacobians from the
PCA regularized network. Aires et al. [11] states that such PCA regularized
neural networks have robust Jacobians even if the network architecture,
such as number of hidden neurons, is changed. This illustrates the
significant impact of PCA regularization on the reliability and robustness
of network Jacobians and the network model. In addition to helping
understand how the network links inputs to outputs, the sensitivity matrix
can help refine the model by revealing inputs that are insignificant for the
prediction of an outcome.

7.4.4.6 Case Study Summary

This section presented a framework for the characterization, analysis, and
interpretation of Jacobians and their uncertainties in any neural network-
based parameter estimation and illustrated the concept using a case study.
The Jacobian of a nonlinear model is a powerful concept [14] and the study
illustrated its use to understand the sensitivities of network outputs to inputs
and investigate the relative contribution of each input to a given output.
PDFs of sensitivities were developed by Monte Carlo simulations involving
sampling (1000 times) of sets of weights from the weight PDFs derived from
Bayesian statistics and analyzing the corresponding network sensitivities.
The results showed that without PCA regularization, sensitivities are highly
variable and exhibit multicollinearity. PCA regularization makes them very
stable and robust and helps extract physically meaningful relationships from
sensitivities. This was made possible by the suppression of multicollinea-
rities among original input and output variables in the PCA representation of
both inputs and outputs. This representation also made it easy to explain the
variability of the output parameters caused by different land cover types.
The PCA-based approach makes both the learning process more stable and
Jacobians more reliable and physically meaningful.

7.5 Summary

This chapter presents a detailed treatment of uncertainty assessment of neural
network models. These methods for neural networks are in their infancy.
First, the standard error criterion used in regular network training is shown to
be a simplified version of a more realistic case where variance of noise and
initial weights are used to regularize error minimization. It was also
demonstrated that the standard error minimization is a special case of
minimizing negative log likelihood in statistical parameter estimation.
Based on these developments, the optimum weights obtained from regular
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network training were placed in Bayesian context to obtain a priori PDFs for
the final weights of a network. In this formulation, the optimum weights
obtained from network training are the most probable or maximum a
posteriori weights, and the distribution represents the uncertainty in weights.

The derivation of PDF of weights is illustrated using a case study
involving estimation of geophysical parameters that drive Earth’s radiative
transfer phenomena from satellite data. A sample of weights extracted from
the PDFs are presented to illustrate their behavior and correlation structure.
The weight distribution is used to generate uncertainty estimates for output
error that is divided in to model error and intrinsic noise. These two aspects
are treated in detail in the chapter and illustrated in the case study.

The latter part of the chapter involves uncertainty estimation of network
input–output sensitivities so that significant inputs can be identified.
A detailed treatment of the effect of multicollinearity in inputs and outputs
is presented and it is shown that the PC decomposition of inputs and outputs
produces networks that have more stable sensitivities than those using
regular inputs and outputs that are correlated. The sensitivities obtained
from PCA-based networks also have smaller standard deviation, indicating
less uncertainty in their values. The PCA approach produces a much clearer
view of how inputs are linked to outputs and therefore how relevant inputs
can be identified with more confidence.

Problems

1. Explain the reasons for nonunique solution for weights in
feedforward networks.

2. What quantities do b and a in the regularized training criterion in
Equation 7.1 approximate? Explain the meaning and significance of
these quantities.

3. What is intrinsic error of targets and what are the sources of it? What
can be learned from error covariance matrix for a multiple output
situation? What is the structure of an ideal error covariance matrix?

4. What is an a priori distribution of weights and a priori weight
covariance? What can be learned from a weight covariance matrix?

5. Show that the square error minimization is a special case of
minimizing negative log likelihood.

6. What are the statistical characteristics of intrinsic uncertainty of
targets for multivariate outputs?

7. What are the mean and covariance of an a posteriori distribution of
weights. How can they be obtained?

8. What information does the a posteriori weight covariance matrix
convey about the relationship between weights? What is an ideal
weight covariance matrix?
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9. For a multivariate problem of choice, train an appropriate multilayer
network and obtain the maximum a priori weights. Compute the
Hessian matrix for the network and assess the correlation structure of
the weights using the Hessian.

10. For the network in Problem 9, obtain weight covariance matrix by
inverting the Hessian and then determine the PDF of weights. Assess
the behavior of a selected subset of network weights. One set
represents one network. What can you say about the variability of
weights?

11. For the data in problem 9, use the PC decomposition on inputs and
outputs and select an appropriate number of input and output
components. Train a network and obtain a new probability
distribution for the weights. Compare the weight distributions from
the PCA-based network and the non-PCA network in Problem 9.

12. On what basis can the prediction error from a model be decomposed
into model error and intrinsic error? How can these be minimized?

13. Obtain estimates for model error and intrinsic error for the models in
Problems 9 and 11. Compare the results.

14. What concepts are used in assessing the influence of inputs on the
outputs and selecting relevant inputs?

15. Derive the expression for network sensitivity (Jacobian) in
Equation 7.44. Simplify it to one input, one output, and one hidden
neuron network.

16. Obtain sensitivities from the non-PCA- and PCA-based networks in
Problems 9 and 11, respectively, and compare the results in terms of
stability and uncertainty. Select the most significant inputs from
the sensitivities.

17. What are some advantages of PCA-based networks?
18. What are theadvantagesofuncertainty assessmentof networks?How

can uncertainty be minimized?
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Chapter 8

Discovering Unknown
Clusters in Data with
Self-Organizing Maps

8.1 Introduction and Overview

Unsupervised networks are used to find structures in complex data. For
example, they can locate natural clusters and one- or two-dimensional
relationships in data in a natural way without using an externally provided
target output. This is useful because there are many real-life phenomena in
which the data is multidimensional and its structure and relationships are
unknown a priori; in these situations, the data must be analyzed to reveal
the patterns inherent in it. The reason for this is that there are many complex
processes in biology, ecology, and the environment that are understood
either partially or not at all. However, it is possible to observe these
processes and to gather data with relative ease, but to make sense of this
data it must be synthesized into coherent and meaningful structures.

For example, what weather patterns drive certain ecological processes?
What is the underlying amino acid sequence that produced the specific
structure of a protein? What types of species—insects, fish, plants, and so
on—assemble together, and what are the conditions under which they form
assemblages? All these and many other open-ended problems in the natural
world do not have desired outputs; the data must be explored deeply to find
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meaning in it and to extract answers from it. Unsupervised networks do this
by projecting high-dimensional input data onto one- or two-dimensional
space to represent it in a compact form so that its inherent structure and
patterns can be interpreted meaningfully and validated visually [1]. The task
of unsupervised networks presented in this chapter is to perform this
projection. Recall that in feedforward networks such as the multilayer
perceptron (MLP), each input vector must accompany a desired or target
output. In unsupervised networks, targets are not involved; unsupervised
networks bear that name because only the inputs are used.

This chapter presents a detailed discussion of unsupervised networks
with an emphasis on self-organizing map (SOM) networks, highlighting their
internal workings, practical examples, and new developments in the field.
Section 8.2 presents the structure of unsupervised competitive networks;
Section 8.3 introduces learning in these networks. Implementation of
competitive learning is illustrated with examples in Section 8.4. A range of
topics pertaining to SOMs are formally introduced in Section 8.5. Specifically,
Section 8.5.1 will address learning in SOMs to illustrate SOM training using
neighborhood operations for topology preservation in one-dimensional
networks, with examples and a real-life case study. The discussion is
extended to two-dimensional SOMs in Section 8.5.2, which presents a variety
of topics, including map training, preservation of the spatial proximity of data
on the map through neighborhood features, quantization (or map error), and
the distance matrix (U-matrix) using examples of two-dimensional data.

The SOM concepts are further extended and illustrated in Section 8.5.4,
with an application to multidimensional data; this section addresses topics
including: map training and analysis of final map structure (Section 8.5.4.2
and Section 8.5.4.3); the quality of representation of input probability
density of data by a map; the projection of input data onto a trained map
(Section 8.5.4.5); and the quality of retrieval of inputs (Section 8.5.4.6 and
Section 8.6.1.1). The chapter then continues to cover classificationwithmaps;
cluster formation on the map; the optimization of clusters (Section 8.5.5); and
map validation (Section 8.5.6), using examples. In Section 8.6, SOM concepts
are further expanded to include evolving SOMs, a strategy which is proposed
to evolve a map to a desired size and complexity; this model is able to address
the limitations of the regular SOM with a fixed-size map. Several approaches
to evolving maps are presented, with examples.

8.2 Structure of Unsupervised Networks

An unsupervised network usually has two layers of neurons: an input layer
and an output layer. The input layer represents the input variables, x1,
x2, ., xn, for the case of n inputs. The output layer may consist of neurons
arranged in a single line (one-dimensional) or a two-dimensional grid,
forming a two-dimensional layer. These two forms are shown in Figure 8.1.
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The main feature of an unsupervised network is the weights that link the
inputs to the output neurons. These weights are the free parameters of a
network; learning involves adapting these weights. Each output neuron
receives inputs through the weights that link it to the inputs, so the weight
vector has the same dimensionality as the input vectors. The output of each
neuron is its activation, which is the weighted sum of inputs (i.e., linear
neuron activiation). The objective of learning is to project high-dimensional
data onto one- or two-dimensional output neurons on the basis of their
activation in such a way that each output neuron incrementally learns to
represent a cluster of data. The weights are adjusted incrementally; the final
weights of neurons representing the input clusters are called codebook
vectors or weights. These weights are found by unsupervised
learning mechanisms.

8.3 Learning in Unsupervised Networks

Unsupervised learning is a central part of our daily life: every day, the
human brain naturally implements unsupervised learning. Humans are
accustomed to synthesizing a myriad of information and organizing it into
compact forms, such as perception, recognition, and categorization, that are
meaningful to our lives. One key question addressed by early researchers of
neural networks was how the neurons in the human brain facilitate this
natural self-organization of information. An important contributor in this
area was Frank Rosenblatt [2], who introduced the concepts of unsupervised
or competitive learning as a possible learning mechanism in the brain, as
presented in Chapter 2. These and other of his pioneering ideas led to the
development of the perceptron and the first implementation of learning in
neural networks, as discussed in Chapter 2.

To explain how the human brain recognizes similar patterns and
distinguishes them from dissimilar patterns, Rosenblatt [2] proposed a model
of competitive learning between neurons. In his model that attempts to
mimic this brain function, neurons inhibit each other by sending their
activation as inhibitory signals, the goal being to win a competition for the

x1x1 xnxn x2(b)(a)

Figure 8.1 Unsupervised network structures: (a) one-dimensional and (b) two-
dimensional network configurations.
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maximum activation corresponding to an input pattern. The neuron with
the maximum activation then represents the input pattern that led to its
activation. This neuron alone becomes the winner and is allowed to adjust
its weight vector by moving it closer to that input vector; however, the
neurons that lose the competition by succumbing to the inhibition are not
allowed to change their weights. Another neuron may become the winner
for another input pattern; this neuron gets to adjust its weights, moving them
closer to the input pattern for which it was the winner. Over time, the
individual output neurons learn to specialize, responding to a specific set of
inputs. This idea of competitive learning is presented in Figure 2.9 of
Chapter 2, in which the original perceptron hypothesis is applied to vision.

8.4 Implementation of Competitive Learning

The implementation of competitive learning in a simple network will now
be presented. First, the number of output neurons must be determined. In
many cases, the number of data clusters is unknown; it is therefore
necessary to use a reasonable estimate based on the current understanding
of the problem. When there is uncertainty, it is better to have a larger
number of output neurons than the possible number of clusters because
redundant neurons can be eliminated. The problem determines the
dimensionality of the input vector. As with feedforward networks such as
MLP, the larger the number of input variables, the larger the number of
weights and hence the higher the complexity of the network, which is
undesirable. After the number of input variables and output neurons has
been set, the next step is to initialize the weights. These may be set to small
random values, as was done in the MLP networks. Another possibility is to
randomly choose some input vectors and use their values for the weights.
This has the potential to speed up learning. Now that the structure of the
networks has been defined, learning can commence.

8.4.1 Winner Selection Based on Neuron Activation

In competitive learning, an input is presented to the network and the winner
is selected based on the neuron activation (i.e., net input into a neuron).
This involves the presentation of an input vector x (with components xi) to
the network and the computation of the net input (u), which is the weighted
sum of inputs, into each of the neurons. Thus

uj Z
Xn

iZ1

wijxi; ð8:1Þ

where xi is the ith input variable, wij is the weight from input xi to output
neuron j, and n is the dimensionality of the input. Once each output neuron
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has computed its activation, competition can begin. There are several ways
this can happen; a simple way is for each neuron to send its signal in an
inhibitory manner, with an opposite sign to other neurons. Once each
neuron has received signals from the others, each neuron can compute its
net activation by simply summing the incoming inhibitory signals and its
own activation. If the activation drops below a threshold (or zero), that
neuron drops out of the competition. As long as more than one neuron
remains, the cycle of inhibition continues until one winner emerges; its
output is set to one. This neuron is declared the winner because it has the
highest activation and it alone represents the input vector.

8.4.2 Winner Selection Based on Distance to Input Vector

The competition described above can be implemented much more simply
by using the concept of distance between an input and a weight vector. By
scaling the weights and inputs so that their relative lengths (kxk and kwk)
are one, then it can be shown that a weight that is closer to an input vector
would cause a larger activation than one that is far away from the vector.
This is because the net input in Equation 8.1 can also be presented as
kxkkwk cos q, where q is the angle between the input vector x and the
weight vector w. For kwkZ1, kxkZ1, the inputs that are closer to w will
make a smaller angle, leading to higher value of cos q and consequently a
higher net input. This is illustrated in Figure 8.2. In this case, the input and
weight vectors are normalized to unit length by dividing each component of
the vector by its length. For example, if the two components representing
two input variables of an input vector are 3.0 and 4.0, then the length of the
vector is O(32C42)Z5 and, therefore, the normalized vector components
are 3/5 and 4/5. The length of the normalized vector is 1.0.

Thus, the competition will eventually be won by the neuron associated
with the weight that is closest to an input, which will consequently have the
highest activation. A simple measure of the closeness of a weight to an input
vector is the Euclidean distance between them; this is defined as

dj Z xK wj Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

iZ1

ðxi K wijÞ
2

s
; ð8:2Þ
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Figure 8.2 Closeness between an input vector x and weight vector w.
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where dj is the distance between the input vector x and the weight vector wj

associated with the jth output neuron. This is illustrated in Figure 8.3, in
which the subscript j has been dropped for clarity. Once the distance
between an input vector and all the weights has been found, the neuron
with the smallest distance to the input vector is chosen as the winner, and its
weights are updated so that it moves closer to the input vector, as

Dwj Z bðxK wjÞ Z bdj ð8:3Þ

where b is the step length (or learning rate), which indicates what portion of
the distance between the two vectors (input and weight) the weight vector
must cross towards the input vector. The updated weight w 0 (dashed line) is
also shown in Figure 8.3, in which w0 is the weight of a winning neuron
before the update. The other weights remain unchanged. When the inputs
are processed and the weights adjusted based on a distance measure such as
the expression in Equation 8.3, the clustering resulting from competitive
learning is analogous to cluster analysis in statistics. The weights associated
with each neuron represent a cluster center representing the inputs that are
closest to it. For example, if an input vector closest to a cluster center is
presented to the trained network, the winning neuron will be the one with
weights representing that cluster center.

8.4.2.1 Other Distance Measures

The most widely used distance measure is Euclidean distance. Other related
measures include correlation, direction cosines, and city block distance.
Correlation is a measure of the similarity between two vectors; in the case of
the similarity between an input vector and a weight vector, correlation
simply is the weighted sum of the inputs. The higher the weighted sum, the
higher the correlation, and the more similar the two vectors. The direction
cosine is the angle between two vectors, and as shown in Figure 8.2, when
the two vectors have unit lengths, the larger the cosine angle, the closer the
two vectors are to each other. City block distance is the sum of the absolute
values of the difference between corresponding vector components

(i.e., dj Z
Pn
iZ1

jxi Kwij j).

x

d

∆w

w0
w1

Figure 8.3 Illustration of weight update in competitive learning.

342 & Neural Networks for Applied Sciences and Engineering



8.4.3 Competitive Learning Example

This section will present a computer experiment to promote understanding
of unsupervised learning. Figure 8.4 depicts a two-dimensional input
dataset with six distinct clusters, which was extracted from Mathematica—
Neural Networks [3]. Two inputs are denoted x1 and x2. In this case, the
cluster structure is obvious and six neurons are needed in the output layer.
Thus, the network structure has two inputs and six output neurons, as
shown in Figure 8.5.

There are six sets of weights associated with the six output neurons.
Before training, these need to be initialized to random values. Figure 8.6
shows the initial weight vectors superimposed on the data. It can be seen
that the position of these vectors is far from the cluster centers.

The objective of training is to evolve weights so that they each assume the
center position of a cluster. Consequently, each neuron with its respective
weights is more sensitive to inputs in its own cluster than to other inputs and

0 0.5 1 1.5 2
x1

0

0.5

1

1.5

2
x 2

Figure 8.4 Two-dimensional input data with six distinct clusters. (Data sourced
from Mathematica—Neural Networks, Wolfram Research, Inc., Champaign, IL.)
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w
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Figure 8.5 Unsupervised one-dimensional network configuration for the data in
Figure 8.4.
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thus becomes the winner for inputs from its cluster. For this to happen, each
weight vector should represent a cluster whose inputs are closer to the
corresponding weight vector than to the weight vectors representing other
clusters. Unsupervised or competitive learning facilitates such movement of
weights to respective cluster centers through either recursive or
batch learning.

8.4.3.1 Recursive Versus Batch Learning

Unsupervised networks can be trained in either recursive or batch mode. In
recursive mode, the weights of the winning neurons are updated after each
presentation of an input vector, whereas in batch mode, the weight
adjustment for each neuron is made after the entire batch of inputs has
been processed. In the latter case, the weight update for each input vector is
noted, but the weights are not changed until all the input patterns have been
presented. After an epoch (i.e., onepass of thewhole trainingdataset through
the network), the average weight adjustment for each neuron is computed
and the weights are changed by this amount. In this method, the weights are
adjusted such that the distance between a representative weight vector and
the inputs in the cluster it represents decreases in an average sense.
Conceptually, this is similar to the batch learning in multiple layer networks
presented in Chapter 3 and Chapter 4. Training terminates when the mean
distance between the winning neurons and the inputs they represent is at a
minimum across the entire set of clusters, or when this distance
stops changing.

8.4.3.2 Illustration of the Calculations Involved in Winner Selection

Before examining the results from training this network, a small hand
calculation will be performed to determine the distance, find the winner
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Unsupervised clustering

Figure 8.6 Initial random weight vectors (crosses) superimposed on data.
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neuron, and adjust the weights recursively for two randomly selected input
patterns from the data shown in Figure 8.4. The two patterns are

Input 1: (K0.035,0.030); Input 2: (K0.033,1.013).

The random initial weight vectors extracted from the neural network
program (Mathematica—Neural Networks [3]) for the six output neurons are

0:805 1:234

0:520 0:977

0:574 0:963

1:027 1:023

1:106 0:893

0:514 0:626

2
66666666664

3
77777777775
:

The distance between an input and a weight vector is calculated by
computing the difference between their respective vector components,
summing the square of these differences, and finding the square root of the
sum. Thus, the distance d1 between the first input vector and the weight
vector of the first output neuron is

d1 Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðK0:035K 0:805Þ2 C ð0:03K 1:234Þ2

p
Z 1:468:

The distance d2 between the first input vector and the second output
neuron weight vector is

d2 Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðK0:035K 0:52Þ2 C ð0:03K 0:977Þ2

p
Z 1:098:

Similarly, the distance from the same input vector to the other four
output neuron weight vectors, d3, d4, d5, and d6, can be calculated; they are
1.115, 1.455, 1.431, and 0.810, respectively. Thus, the first input pattern is
closest to the weight vector of output neuron 6, which will be the winner.

The weight update for this neuron, using Equation 8.3 for a learning rate
or step length b of 0.1, is

Dw6 Z bðxK w6Þ

Z 0:1 ! ½ðK0:035; 0:03ÞK ð0:514; 0:626Þ�

Z 0:1 ! ½ðK0:035K 0:514Þ; ð0:03K 0:626Þ�

Z ðK0:055;K0:059Þ:

Following the same procedure for the second input pattern yields the
following distances between the second input vector and each of the six
output neuron weight vectors: 0.866, 0.554, 0.609, 1.06, 1.146, and 0.665.
The second output neuron, with the minimum distance of 0.554 from the
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input vector, is the winner. Its weight vector update is

Dw2 Z bðxK w2Þ

Z 0:1 ! ½ðK0:033K 0:520Þ; ð1:013K 0:977Þ�

Z ðK0:055;K0:0036Þ:

The training criterion is the mean distance (the sum of the squared
distance) between all the inputs and their respective winning neuron
weights which represent the cluster centers. For this small dataset with two
input vectors, the training criterion is

mean dist Z 0:8102 C 0:5542 Z 0:963:

The objective of training is to minimize the mean distance over iterations.
This is an illustration of the training process in recursive mode with only

two input patterns. Training with the whole dataset in batch mode involves
finding the winning neuron for each input pattern and calculating the weight
change for the winning neuron. After the whole dataset has been presented
once (i.e., one epoch), the total increment for each weight is determined and
the weights are updated. As training progresses, the mean distance will
decrease because during each epoch, as the weights are moved closer to the
inputs in the cluster they represent. The mean distance will eventually reach a
minimum, at which point training stops. The mean distance D between all
inputs and their respective cluster centers represented by the weight vector of
each of the winning neurons, can be expressed as

D Z
Xk

iZ1

X
n2ci

ðxnK wiÞ
2; ð8:4Þ

where xn is the nth input vector belonging to cluster ci, whose center is
represented by wi, i.e., the weight vector of the winning neuron representing
cluster ci. There are k clusters. The two summations mean that the distance is
computed over all clusters and all input patterns in clusters. This distance D is
minimized over the learning epochs. Turning to the example problem, it will
now be demonstrated how the network performs on the data.

8.4.3.3 Network Training

Using Mathematica—Neural Networks [3], the network in Figure 8.5 was
trained with random initial weights until the mean distance was minimized.
Figure 8.7 shows the training performance, indicated by how quickly the
mean distance decreases with each epoch. In this figure, one iteration
represents an epoch. It shows that training was complete in seven epochs,
reaching a minimum mean distance of 0.065.
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It is nowpossible to see thepositionof thenewweights andhowwell they
represent the data clusters. In Figure 8.8, the final weights (denoted by
crosses) are superimposedon thedata, and theweights have indeed assumed
the position of cluster centers, indicating that training was successful.

Noweachof the six output neurons is sensitive to inputs from its cluster, so
for any new input presented to the network, the neuron representing the
cluster that the input belongs to will be highly active and declare itself the
winner. In this manner, it is possible to determine to what cluster any
unknown input vector belongs. Figure 8.9 presents the same training results
as Figure 8.8, but in a slightly different way. Here also, the final weights are
superimposed on the data, but with a label indicating the class or category
label for each cluster. These labels denote the output neurons in the map in
Figure 8.5, where the leftmost neuron is labeled 1 and the rightmost neuron 6.
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Figure 8.7 Reduction in mean distance with training epochs during
network training.
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Figure 8.8 Final output neuron weights of the trained network superimposed
on data.
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It can be seen that the neurons in the trained network represent data clusters
randomly, i.e., neurons that are closer in thephysical network in Figure 8.5 do
not represent clusters that are closer together in input space in Figure 8.9.
More importantly, Figure 8.9 shows the classification (or influence) region of
each output neuron. These regions are called Voronoi cells.

Voronoi cells are enlarged regions around input clusters, and are like
input catchments for the output neurons representing clusters. If an input
falls within a Voronoi cell, the corresponding output neuron will become
active, indicating that the input belongs to that cluster. The Voronoi cells are
determined by the distances between weight vectors. Specifically, if the
positions of two winning neurons in Figure 8.9 are joined by a line, its
perpendicular bisector meets other bisectors to form regions resembling a
honeycomb. This division of the input space is called Voronoi tessellation,
and the individual regions are the resulting Voronoi cells [1].

It is interesting to observe how, during training, the weights evolve from
the initial random positions to cluster centers. This can be seen from the
intermediate results of training as the weights gradually change their
positions; as the weight vector for each of the output neurons moves in
search of a cluster center, its path is denoted by a dashed line, as shown by
Figure 8.10. It can be seen that each weight can follow either a linear or a
nonlinear path to its destination.
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Figure 8.9 Classification regions, called Voronoi cells, that define classification
boundaries for each output neuron, superimposed on data; the numbers denote the
label of an output neuron in the network in Figure 8.5 and indicate the position of
final weights that represent cluster centers.

348 & Neural Networks for Applied Sciences and Engineering



8.5 Self-Organizing Feature Maps

It has been accepted that competition among neurons is the mechanism
responsible for self-organization in the brain [5]. It is known that the human
brain is a self-organized entity, in which different regions correspond to spec-
ific aspects of humanactivity;moreover, these regions areorganized such that
tasks of a similar nature, such as speech and vision, are controlled by regions
that are in spatial proximity to each other [5]. This preservation of spatial
organization is called topology preservation, and was incorporated into
competitive learning in artificial neural networks during the early 1980s by
Kohonen [4,25],who invented self-organizing featuremaps (SOFMsor SOMs,
also called Kohonen’s maps). In SOFMs, not only the winner neuron but also
neurons in the neighborhood of the winner adjust their weights together so
that a neighborhood of neurons becomes sensitive to a specific input. This
neighborhood feature helps to preserve topological characteristics of inputs.
This is an important aspect in the implementation of self-organization, as
many phenomena in the natural world are driven by spatially correlated pro-
cesses or attributes. Therefore, inputs that are spatially closer together must
be represented in close proximity in the output layer or map of a network.

8.5.1 Learning in Self-Organizing Map Networks

In SOFM learning, not only the winner but also the neighboring neurons
adjust their weights. Neurons closer to the winner adjust weights more than
those that are far from it. Thus,weneed todefine the sizeof theneighborhood
as well as by how much the neighbor neurons must adjust their weights.

8.5.1.1 Selection of Neighborhood Geometry

There are several ways to define a neighborhood. Linear, square, and
hexagonal arrangements shown in Figure 8.11 are the most common. If only
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Figure 8.10 Evolution of weights from initial positions to cluster centers during
training (lines trace the position of weights at intermediate stages of training).
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the most immediate neighbors of the winner are considered, the distance,
also called radius r, is 1. If two levels of adjacent neighbors are considered,
then the radius is 2. For example, in the linear case, a radius of 1 includes
one neighbor to the right and one to the left of the winner. A radius of 2
would include two neighbor neurons each to the left and right of winner,
making a total of four in the neighborhood. In the case of a square map,
a radius of 1 includes all neurons separated by one step from the winner and
includes eight neurons as shown in Figure 8.11b. A hexagonal neighbor-
hood is associated with a map where neurons are arranged in a hexagonal
grid. For a radius of 1, this includes six neurons; a radius of 2 will encompass
another layer of neurons located an additional step away.

8.5.1.2 Training of Self-Organizing Maps

Training an SOM follows in a similar manner to the standard winner-takes-
all competitive learning. However, a new rule is adopted for weight
changes. Suppose that for a random n-dimensional input vector x with
components {x1, x2, ., xn}, the position of the closest codebook vector of
the winning neuron is identified and indexed as {iwin, jwin} on the map. Then
all the codebook vectors wj of the winner and neighbors are adjusted to wj

0

according to

w0
j Z wj C b NS½xK wj�; ð8:5Þ

where NS is the neighbor strength that varies with the distance to a neighbor
neuron from the winner and b is the learning rate as described previously.
Neighbor strength defines the strength of weight adjustment of the
neighbors with respect to that of the winner as presented in the next section.

8.5.1.3 Neighbor Strength

With the neighbor feature, all neighbor codebook vectors are shifted
towards the input vector; however, the winning neuron update is the most

(a) (b) (c)

Figure 8.11 Neighborhood definitions: (a) linear (b) square, and (c) hexagonal
neighborhood surrounding a winning neuron (solid circle denotes winner and
empty circles denote neighbors).
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pronounced and the farther away a neighbor neuron is, the less its weight
update. The NS function determines how the weight adjustment decays with
distance from the winner. There are several possibilities for this function and
some commonly used functions are linear, Gaussian, and exponential.

The simplest form of NS function is the linear decay function, where
the strength decreases linearly with distance from the winning neuron. The
Gaussian form of the NS function makes the weight adjustments decay
smoothly with distance, as shown in Figure 8.12, and is given by

NS Z Exp
Kd2

i;j

2s2

� 

; ð8:6Þ

where di,j is the distance between the winning neuron i and any other
neuron j, and s is the width of the Gaussian. This width is usually defined in
terms of the radius of the neighborhood and the width of the function
shown in Figure 8.12 is 20. The strength is maximum (1.0) at the winning
neuron, which is positioned at the center of Figure 8.12. The distance from
the winner must be extracted accordingly.

The exponential decay NS function is given by

NS Z Exp½Kk di;j�; ð8:7Þ

where k is a constant. For kZ0.1, the form of the function is shown in
Figure 8.13 where the strength is maximum at the winning neuron which is
positioned at the center of the figure; the distance from the winner must be
extracted accordingly.

8.5.1.4 Example: Training Self-Organizing Networks with
a Neighbor Feature

To gain confidence in the method, the six-cluster problem that was solved
with competitive learning in Section 8.4.3 will be revisited. The data is
presented in Figure 8.4 and the network in Figure 8.5. Assume the same
initial weights and one of the input patterns used previously in
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Figure 8.12 Gaussian neighbor strength function.
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Section 8.4.3.2 in this exercise. The only differences are that a neighbor-
topology-defining distance d from a neighbor to winner, and neighbor
strength NS that depends on distance d, are introduced. For this example,
the exponential NS function given in Equation 8.8 is used. There are six
codebook vectors, and for convenience in a hand calculation, an initial
neighborhood size of two (i.e., two neighbors each to the left and right of
winner) will be used.

NS Z Exp½K0:1d�: ð8:8Þ

The neighbor strength function in Equation 8.8 behaves as in Figure 8.14
for dZ2.

The initial codebook vectors repeated from Section 8.4.3.2 are

0:805 1:234

0:520 0:977

0:574 0:963

1:027 1:023

1:106 0:893

0:514 0:626

2
66666666664

3
77777777775

ð8:9Þ

The input pattern will now be processed and the weights will be
adjusted using the neighbor feature.

Iteration 1: Input 1: (K0.035,0.030). Previously, in Section 8.4.3.2, the
codebook vector 6 was the winner for this input pattern and only its weights
were adjusted. Here, however, the neighbor codebook vectors will also be
adjusted according to NS. The neighborhood size is two, but neuron 6 has
only two neighbors to the left and none to the right (see Figure 8.5).
Therefore, only neurons 4 and 5 adjust their weights. Assume that the
learning rate is 0.5.
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Figure 8.13 Exponential decay neighbor strength function.
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Weight update for neuron 6:
From Equation 8.8 and Figure 8.14: NSZ1.0; bZ0:5;

x Z ðK0:035; 0:030Þ; w6ð0Þ Z ð0:514; 0:626Þ:

From the weight update equation (Equation 8.5):

w0
j Z wj C b NSðxK wjÞ ð8:10Þ

w6 1ð Þ Z 0:514; 0:626
� �

C 0:5 ! 1:0 K0:035; 0:03ð ÞK 0:514; 0:626
� �� �

Z 0:514; 0:626
� �

C K0:2745;K0:2979ð Þ Z 0:239; 0:328ð Þ:

Weight update for neuron 5:
From Equation 8.8 and Figure 8.14, for distance dZ1, NSZ0.9048;

bZ0:5;

x Z ðK0:035; 0:030Þ; w5ð0Þ Z ð1:106; 0:893Þ;

w5 1ð Þ Z 1:106; 0:893
� �

C 0:5 ! 0:9048 K0:035; 0:030ð ÞK 1:106; 0:893
� �� �

Z 1:106; 0:893
� �

C K0:51658;K0:390403
� �

Z 0:590; 0:5026
� �

Weight update for neuron 4:
From Equation 8.8 and Figure 8.14, for distance dZ2, NSZ0.8187;

bZ0:5:

x Z ðK0:035; 0:030Þ; w4ð0Þ Z ð1:0275; 1:0235Þ;

w4 1ð Þ Z 1:0275; 1:0235ð ÞC 0:5 ! 0:8187 K0:035; 0:030ð ÞK 1:0275; 1:0235ð Þ½ �

Z 1:0275; 1:0235ð ÞC K0:435053;K0:406696
� �

Z 0:5924; 0:6168
� �
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Figure 8.14 Exponential neighbor strength function for neighborhood size of 2.
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This completes the weight adjustment of the winner and the neighbors in
a large map for input 1. The process is repeated for all the inputs until the
mean distance from inputs to representative cluster centers (codebook
vectors) does not change or becomes acceptable. Now that the method for
adjusting weights in a neighborhood has been demonstrated, an efficient
method to obtain distance to the winner from neighbors in a large map will
be discussed.

8.5.1.5 Neighbor Matrix and Distance to Neighbors
from the Winner

When the map is large, an efficient method is required to determine the
distance of a neighbor from the winner to compute neighbor strength. As
shown in Figure 8.11, linear, square, and hexagonal neighborhoods are
common. From these neighbor configurations, the distance can be
determined. For example, the distance to the immediate neighbor is one,
and to the next immediate neighbor is two, etc. To compute these distances,
a neighbor matrix (NM), also called distance matrix, can be designed that
defines the organization and size of the neighborhood of neurons around
the winner and identifies the distance between the winning neuron and the
neighbor neurons.

Suppose that a map consists of a single layer of four neurons. A neighbor
matrix for this map that considers all neurons on the map as neighbors can
be designed as

NM Z ½3; 2; 1; 0; 1; 2; 3�; ð8:11Þ

in which a distance of zero is given to the position c of the winner in the
neighbor matrix. In this example with three neurons, cZ4 (i.e., fourth
position in the neighbor matrix). The numbers in the matrix indicate the
distance from the winner. For example, if the winner is the leftmost neuron
on the map, all three adjacent neurons to the right of it are neighbors and the
distance to the rightmost neuron is 3. Similarly, if the winner is the rightmost
neuron, all three adjacent neurons to the left of it are neighbors and the
distance to the leftmost neuron is 3. Basically, the neighbor matrix translates
this information to a template for efficient extraction of the distance from the
winner to all neighbors in the neighborhood. The neighbor matrix’s use will
now be demonstrated.

Suppose that the coordinate (position) of the winner on the actual map is
indicated by iwin. Then the distance between the winner and any neighbor
neuron at position i on the map is found by matching the coordinates of the
winner iwin with position c, designated for the winner in the neighbor matrix
template, indicated by zero. In other words, the neighbor template is
matched with the map so that the position of the winner on the map
coincides with the designated center position of the winner on the template.
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For example, if the winner is the very first of the four neurons (leftmost) on
the map, then its coordinate iwinZ1 and the neighbor template is positioned
so that zero distance is matched with the first neuron. It is found that there
are three neighbors to the right of the first neuron. Where there are no
neurons physically on the map to match the positions on the template, these
positions are ignored. The distance d between the winner iwin and any
neuron i can be found from

d Z NM½cK iwin C i�: ð8:12Þ

Thus, for the leftmost winning neuron, the distance to the immediate
neighbor at position iZ2 on the map is

d Z NM½4K 1 C 2� Z NM½5� Z 1;

where NM[5] is the number in the fifth location in the neighbor matrix
template, which is 1. Similarly, for the neighbor at position iZ3 on the map:

d Z NM½4K 1 C 3� Z NM½6� Z 2:

Two-dimensional maps will be formally studied in Section 8.5.2, but the
design of a neighbor matrix for a two-dimensional map will be introduced
here to complete the discussion. For a map of 12 neurons arranged in three
rows and four columns, as shown in Figure 8.15, the neighbor (or distance)
matrix for a rectangular neighborhood is

NM Z

3 2 2 2 2 2 3

3 2 1 1 1 2 3

3 2 1 0 1 2 3

3 2 1 1 1 2 3

3 2 2 2 2 2 3

2
66666664

3
77777775

ð8:13Þ

where zero indicates the position of the winning neuron in the template.

(1,1)

(3,4)

Figure 8.15 A map of 12 neurons arranged in three rows and four columns.
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The numbers indicate the distance from the winner. This template is used to
find the distance between the winning neuron and its neighbors by
matching the coordinates of the winner on the map with its designated
position in the neighbor matrix (i.e., center). This is basically superimposing
the template on the two-dimensional map so that its center coincides with
the winning neuron.

Suppose that the horizontal and vertical coordinates of the
winner neuron on the two-dimensional map in Figure 8.15 are indicated
by (iwin, jwin). Then the distance between the winner and any neighbor
neuron at position (i, j) is found in a manner similar to that used for a linear
neighborhood as

d Z NM ½c1K iwin C i; c2K jwin C j�
� �

; ð8:14Þ

where {c1, c2} is the position of the winner in the neighbor matrix NM
(Equation 8.13), which indicates the neighborhood organization for the 3!4
map. For this case, c1Z3 and c2Z4.

To illustrate how the distance to a neuron is determined, suppose that the
winner is found to be the neuron at the position (1, 1) (i.e., top left corner) on
the map in Figure 8.15. Thus, iwinZ1 and jwinZ1. Now, if the neighbor
matrix template is superimposed so that its center coincides with the winning
neuron, it can be seen that the bottom right quarter of the matrix spans the
whole map, indicating that for this size NM, all neurons on the map are
neighbors. With the known position of the center, that is {c1, c2}Z {3, 4}, we
can extract the distance to all neighbors. For example, the distance to the
neuron at the location of {1, 4} on the map, (i.e., iZ1 and jZ4, which is the
last neuron on the first row of the map) from the winner located at iwinZ1
and jwinZ1, is

d Z NM½3K 1 C 1; 4K 1 C 4� Z NM½3; 7� Z 3;

where NM[3,7] refers to the position indicated by the third row and seventh
column in the neighbor matrix in Equation 8.13, which indicates that dZ3.
This way, the distance to all neighbors from the winner can be obtained
efficiently by matching the template with the winning neuron on the physical
map so that the position indicating zero distance coincides with the winner.

In training SOMs, several other features are used for efficient
convergence and fine tuning of maps. One is that the neighborhood size
shrinks during learning so that only the winner or its immediate neighbors
remain in the neighborhood. The other is that the learning rate also decays
during training so that the accuracy of representation of the input space by
the map becomes more refined. These topics will be discussed in the next
two sections and the application of these features in training of SOMs will be
illustrated through an example case study.
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8.5.1.6 Shrinking Neighborhood Size with Iterations

A large initial neighborhood guarantees proper ordering and placement of
neurons in the initial stages of training to broadly represent spatial
organization of input data. However, subsequent shrinking of neighbor-
hood is required to further refine the representation of the input probability
distribution by the map. A larger initial neighborhood is necessary because
smaller initial neighborhoods can lead to metastable states corresponding to
local minima [1,6]. Therefore, the size of a large starting neighborhood is
reduced with iterations and there are several forms that can be used for
shrinking the neighborhood size. Equation 8.15 shows a linear function
commonly used for this purpose:

st Z s0ð1K t=T Þ; ð8:15Þ

where s0 is the initial neighborhood size, st is the neighborhood size at
iteration t, and T is the total number of iterations that would bring st to zero
(i.e., only the winner) or few desired number of neurons. The T can be
adjusted to reach the desired neighborhood size. For example, Equation
8.15 with TZ1000 produces a linear decay of the neighborhood size with
iterations as shown in Figure 8.16, where the initial size of 50 neurons in the
neighborhood is reduced to zero, leaving only the winning neuron after
1000 iterations.

Exponential decay is another form used for adjusting neighborhood size
with iterations, as given by

st Z s0Exp Kt=T½ �; ð8:16Þ

where st is the width of the neighborhood at iteration t, s0 is the initial
width of the neighborhood, and T is a constant that allows exponential
function to decay to zero with iterations. This is illustrated in Figure 8.17,
where initial neighborhood of size 10 decays to the winner after 300
iterations for TZ50.
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Figure 8.16 Linear decay of neighborhood size with iterations.
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The st in Equation 8.16 can be substituted into Equation 8.6 so that the
decay in neighborhood size is integrated into the NS function as

NSðd; tÞ Z Exp Kd2
i;j =2s2

t

� �
Z Exp Kd2

i;j =2 s0Exp Kt=Tð Þf g
2

� �
; ð8:17Þ

where NS(d, t) indicates that the neighbor strength changes not only
with distance d, but also with the neighborhood size, which shrinks with
iterations t. An illustration of how the neighborhood shrinks with iterations
is given in Figure 8.18. Specifically, an initial neighbor strength function with
s0Z20, as shown in Figure 8.18a, shrinks to that shown in Figure 8.18b after
1500 iterations for a value of TZ800 in Equation 8.17.

In the next section, learning rate decay is addressed and both learning
rate and neighborhood decay are integrated into the original weight update
formula presented in Equation 8.5.

8.5.1.7 Learning Rate Decay

The step length, or the learning rate b, is also reduced with iterations in self-
organizing learning and a common form of this function is the linear decay,
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Figure 8.17 Exponential decay of neighborhood width with iterations.
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Figure 8.18 Neighbor strength decay during training: (a) initial neighbor strength
and (b) final strength indicating that only the winner or few neighbors are involved
in the weight update.
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given by

bt Z b0 1K t=Tð Þ; ð8:18Þ

where b0 and bt are the initial learning rate and that at iteration t,
respectively. T is a constant that brings the learning rate to zero or a very
small value at the end of the specified number of t iterations. Another form is
the exponential decay of the learning rate given by

bt Z b0Exp Kt=T½ �; ð8:19Þ

where T is a time constant that brings the learning rate to a very small value
with iterations.

A general guide is to start with a relatively high learning rate and let it
decrease gradually but remain above 0.01. For b0Z0.1 and T2Z1000, for
example, the learning rate decay from Equation 8.19 is shown in Figure 8.19.

8.5.1.8 Weight Update Incorporating Learning Rate
and Neighborhood Decay

Learning rate and neighborhood decay can now be integrated into the
original weight update formula in Equation 8.5. Thus, the weight update
after presenting an input vector x to a SOM incorporating both
neighborhood size and learning rate that decrease with the number of
iterations can be expressed as

wjðtÞ Z wjðtK 1ÞC bðtÞNSðd; tÞ ½xðtÞK wjðtK 1Þ�; ð8:20Þ

where wj(t) is the weight update after t iterations, wj(tK1) is the update
after the previous iteration, b(t) is the learning rate variation with iterations t,
and NS(d, t) is the neighbor strength as a function of distance d from the
winner to a neighbor neuron at iteration t. The x(t) is the input vector
presented at the tth iteration.
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Figure 8.19 Exponential decay of earning rate.
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8.5.1.9 Recursive and Batch Training and Relation
to K-Means Clustering

Similar to competitive learning, training in SOM networks can be done in
recursive or batch mode. In recursive mode, weights are adjusted after each
input pattern has been presented and in batch mode weight adjustments are
accumulated and one adjustment is made after an epoch. In batch mode,
the unsupervised algorithm without neighbor feature becomes equivalent to
K-means clustering. When the neighbor feature is incorporated, it allows
nonlinear projection of the data as well as the very attractive feature of
topology preservation, by which regions closer in input space are
represented by neurons that are closer in the map. For this reason it is
called a feature map.

8.5.1.10 Two Phases of Self-Organizing Map Training

Training is usually performed in two phases: ordering and convergence. In
the ordering phase, learning rate and neighborhood size are reduced with
iterations until the winner or a few neighbors around the winner remain. In
this phase, topological ordering of the weight vectors takes place.
Depending on the iterations required, careful consideration must be given
to the choice of learning rate and neighborhood function. A recommen-
dation is that the learning rate parameter should begin with a relatively high
value and should thereafter gradually decrease, but must remain above 0.01.
The neighborhood size should initially cover almost all neurons in the
network when centered on a winning neuron and then shrink slowly with
iterations. Depending on the problem, the ordering phase may take few
to thousands of iterations, during which, neighborhood size is allowed
to reduce to a few neurons around the winning neurons or just the
winner itself. For a two-dimensional map of neurons, therefore, the initial
neighborhood size s0 in Equation 8.16, for example, can be set to the radius
of the map. The time constant T in Equation 8.16 must be
chosen accordingly.

In the convergence phase, the feature map is fine tuned with the shrunk
neighborhood so that it produces an accurate representation of the input
space [6]. This phase may also run from a few to hundreds or thousands of
iterations. In this phase, learning rate is maintained at a small value, on the
order of 0.01, to achieve convergence with good statistical accuracy. Haykin
[6] states that the learning rate must not become zero because the network
can get stuck in a metastable state that corresponds to a feature map
configuration with a topological defect. The exponential decay learning rate
(Equation 8.19) prevents the network from getting stuck in metastable states
because the learning rate never becomes equal to zero, thereby allowing the
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map to slowly approach convergence. With linear learning rate decay in
Equation 8.18, however, this is not the case. The NS function should contain
only the nearest neighbors of the winning neuron and may slowly reduce to
one or zero neighbors (i.e., only the winner remains).

8.5.1.11 Example: Illustrating Self-Organizing Map Learning
with a Hand Calculation

The six-cluster problem used previously for illustration of competitive
learning (Section 8.4.3.2) and self-organization (Section 8.5.1.4) is now
revisited, but a neighbor strength that depends on the topology
(i.e., distance to winner) that decays with iterations is introduced along
with a learning rate that also decays with iterations. The data is presented in
Figure 8.4 and the network is presented in Figure 8.5. The same two inputs
and same initial weights will be used that were introduced in Section 8.4.3.2.
There are six codebook vectors; for convenience in a hand calculation, an
initial neighborhood of size 2 (i.e., two neighbors each to the left and right
of winner) will be used, as will three iterations in which neighbor size
becomes zero and only the winner remains. The same exponential NS
function used in the previous calculation with self-organization in Section
8.5.1.4 (Equation 8.8 repeated here) will be used here:

NS Z Exp½K0:1d�; ð8:21Þ

where d is the distance. This function behaves as in Figure 8.20.

A simple learning rate formula will now be introduced and adjusted
according to

bt Z
2

3 C t
; ð8:22Þ

where t is the iteration number [3]. For three iterations, learning rate drops,
as shown in Figure 8.21, from 0.5 to 0.333.
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Figure 8.20 Exponential neighbor strength function for an initial neighborhood
size of 2.
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Lastly, the neighborhood size variation with iteration st must be set. A
linear neighborhood decay function will be used here:

st Z s0 1K t=Tð Þ; ð8:23Þ

where s0 is the initial neighborhood size, T is a constant, and t is current
iteration. This function behaves as shown in Figure 8.22 for three iterations
with TZ3. In three iterations, neighbor size drops to zero and only the
winner remains.

All necessary parameters have now been attained and training with the
initial codebook vectors can continue with the two input vectors. The initial
codebook vectors are repeated here:

0:805 1:234

0:520 0:977

0:574 0:963

1:027 1:023

1:106 0:893

0:514 0:626

2
66666666664

3
77777777775

ð8:24Þ

Iteration 1: Input 1: (K0.035, 0.030): As previously demonstrated in
Section 8.5.1.4, codebook vector 6 was the winner for this input pattern
and the winner and neighbors adjusted their weights. Here, however, the
neighbors’ codebook vectors will be adjusted according to the NS and
learning rate decay functions selected for this purpose. Initial neighbor-
hood size from Equation 8.23 and Figure 8.22 is two, but neuron 6 has
only two neighbors to the left and none to the right. Therefore, only
neurons 4 and 5 adjust their weights.
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Figure 8.21 Learning rate decay in three iterations.
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Weight update for neuron 6:
From Equation 8.21 and Figure 8.20, NSZ1.0;
from Equation 8.22 and Figure 8.21, bZ0.5:

x Z ðK0:035; 0:030Þ; w6ð0Þ Z ð0:514; 0:626Þ:

From the weight update equation (Equation 8.20):

wjðtÞ Z wjðtK 1ÞC bðtÞNSðd; tÞ½xðtÞK wjðtK 1Þ� ð8:25Þ

w6 1ð Þ Z 0:514; 0:626
� �

C 0:5 ! 1:0 K0:035; 0:03ð ÞK 0:514; 0:626
� �� �

Z 0:514; 0:626
� �

C K0:2745;K0:2979ð Þ Z 0:239; 0:328ð Þ:

Weight update for neuron 5:
From Equation 8.21 and Figure 8.20, for distanceZ1, NSZ0.9048;

bZ0:5;

x Z ðK0:035; 0:030Þ; w5ð0Þ Z ð1:106; 0:893Þ;

w5 1ð Þ Z 1:106; 0:893
� �

C 0:5 ! 0:9048 K0:035; 0:030ð ÞK 1:106; 0:893
� �� �

Z 1:106; 0:893
� �

C K0:51658;K0:390403
� �

Z 0:590; 0:5026
� �

:

Weight update for neuron 4:
From Equation 8.21 and Figure 8.20, for distance dZ2, NSZ0.8187;

bZ0:5:

x Z ðK0:035; 0:030Þ; w4ð0Þ Z ð1:0275; 1:0235Þ;

w4 1ð Þ Z 1:0275; 1:0235ð ÞC 0:5 ! 0:8187 K0:035; 0:030ð ÞK 1:0275; 1:0235ð Þ½ �

Z 1:0275; 1:0235ð ÞC K0:435053;K0:406696
� �

Z 0:5924; 0:6168
� �
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Figure 8.22 Neighborhood size decay in three iterations.
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This completes the weight adjustment of the winner and the neighbors
for input 1. Input pattern 2 is now presented.
Iteration 2: Input 2: (K0.033, 1.013): Omitting the details, the distances
from input to the six codebook vectors calculated from Equation 8.2 are
presented.

Distance Z ð0:8664; 0:5544; 0:6092; 0:7406; 0:8057; 0:7376Þ

Winner Z neuron 2

Because the neighbor size changes with iterations, for tZ2, dZ1 from
Equation 8.21 and Figure 8.22. Only the nearest neighbors update weights.
Neuron 1 is to the left and neuron 3 to the right of neuron 2. Therefore, these
get updated. Since the learning rate decreases with iterations, the new
learning rate b from Equation 8.22 and Figure 8.21 is 0.4.

Weight update for neuron 2:
From Equation 8.21 and Figure 8.20, NSZ1.0;
from Equation 8.22 and Figure 8.21, bZ0.4:

x Z ðK0:033; 1:013Þ; w2ð0Þ Z ð0:5203; 0:9774Þ;

w2 1ð Þ Z 0:5203; 0:9774ð ÞC 0:4 ! 1:0 K0:033; 1:013ð ÞK 0:5203; 0:9774ð Þ½ �

Z 0:5203; 0:9774ð ÞC K0:2213; 0:01447ð Þ Z 0:2990; 0:9919ð Þ

Weight update for neuron 1:

NSZ0.9048 for dZ1.0; bZ0:4:

x Z ðK0:033; 1:013Þ; w1ð0Þ Z ð0:805; 1:234Þ;

w1 1ð Þ Z 0:805; 1:234ð ÞC 0:4 ! 0:9048 K0:033; 1:013ð ÞK 0:805; 1:234ð Þ½ �

Z 0:805; 1:234ð ÞC K0:3033;K0:0798ð Þ Z 0:5017; 1:154ð Þ:

Weight update for neuron 3:

NSZ0.9048 for dZ1.0; bZ0:4:

x Z ðK0:033; 1:013Þ; w3ð0Þ Z ð0:5742; 0:9634Þ;

w3ð1Þ Z ð0:5742; 0:9634ÞC 0:4 ! 0:9048½K0:033; 1:013ð ÞK ð0:5742; 0:9634Þ�

Z ð0:5742; 0:9634ÞC K0:2198; 0:01815ð Þ Z 0:354; 0:9815ð Þ:

The two input patterns have now been presented and the weights have
been updated recursively. The last iteration with input pattern 1 will now be
performed, followed by an examination of the results to see if self-
organization has begun.
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Iteration tZ3: Input 1: (K0.035, 0.030):

Distance Z ð1:24595; 1:01825; 1:02825; 0:859255; 0:783708; 0:405178Þ

Winner Z neuron 6

From Figure 8.22, neighborhood size stZ0 for tZ3; only the winner
updates weights.

Weight update for neuron 6:
From Equation 8.22 and Figure 8.21, bZ0.333:

NS Z 1:0;

w6ð1Þ Z ð0:239; 0:328Þ

w6 1ð Þ Z 0:239; 0:328ð ÞC 0:333 ! 1:0 K0:035; 0:03ð Þ; 0:239; 0:328ð Þ½ �

Z 0:239; 0:328ð ÞC K0:0915;K0:0993ð Þ Z 0:1478; 0:2287ð Þ:

The codebook vectors after three training iterations are

0:501 1:154

0:299 0:992

0:354 0:981

0:592 0:617

0:590 0:502

0:148 0:229

2
66666666664

3
77777777775

It can now be determined if the codebook vectors have begun
ordering themselves. Figure 8.23 shows a plot of these codebook (weight)
vectors superimposed on the original data. They indeed appear to have
ordered themselves even with such a small number of iterations and only
two input patterns, as indicated by the fact that all codebook vectors
have experienced neighborhood operations resulting in the ordering of
class labels. Compare this result with Figure 8.9 that shows the position
of codebook vectors when the neighborhood feature is not incorporated.
There, class labels are not in sequential order, indicating the absence of
preservation of neighbor relations.

Interestingly, topology preservation quickly takes effect in self-
organizing learning. If more inputs and a larger number of iterations are
used, codebook vectors would move towards cluster centers while
preserving topological relationships (i.e., order of classes that are
neighbors). To illustrate this, the training is completed with all the data
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and the map is trained until convergence. The performance during
computer training is shown in Figure 8.24, which shows that the network
achieves convergence in about 40 epochs, reaching a minimum mean
distance of 0.15. In the figure, iterations denote epochs.

The final codebook vectors superimposed on the data are shown in
Figure 8.25. It shows that except for one, all vectors have found cluster
centers. The codebook vectors have been ordered such that the rightmost
cluster is cluster 1 and the number increases towards the left. For this reason,
the codebook vectors form an orderly topology when they are connected,
indicating that the clusters that are closer in the input space are also closer
on the map.

In situations such as the one presented here, where one cluster is not
properly represented, it is beneficial to have more output neurons than
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Figure 8.23 Ordering of codebook vectors for only two input patterns and a total
of three iterations during which neighborhood size shrinks from 2 to 0.
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Figure 8.24 Complete training performance with all data.
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clusters. This helps the codebook vectors find all possible centers and unused
vectors can be easily removed. The same data was trained with eight neurons
on the map grid and the mean distance decreased to 0.05 in about 40 epochs.
The new vectors superimposed on data are shown in Figure 8.26a.

Figure 8.26a shows that with eight vectors, there is perfect clustering.
Once again, the vectors have been ordered such that the rightmost cluster is
cluster 1 and the number increases towards the left. Cluster 6, at the left
bottom corner, is the last cluster. There is one vector between clusters 1 and

0 0.5 1 1.5 2
x1

0

0.5

1

1.5

2
x 2

SOM clustering

Figure 8.25 Final output neuron codebook vectors representing cluster centers
superimposed on data (output neurons are connected in an orderly fashion
indicating topology preservation on the map).
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Figure 8.26 Training SOM with eight codebook vectors: (a) position of final
codebook vectors and map topology, (b) evolution of codebook vectors during
training as indicated by their position (initial codebook vectors are at the center of
the figure).
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2 and another one just beyond cluster 1. These can be removed so that there
are six vectors organized in a topology-preserving manner.

The movement of codebook vectors towards clusters during training is
shown in Figure 8.26b, which illustrates the position of codebook vectors at
some selected training iterations from the beginning to the end. The initial
random vectors are at the center of the figure. Careful examination of
Figure 8.26b reveals the neighborhood operations in action, especially
compared to Figure 8.10, where the network was trained without
neighborhood considerations.

8.5.1.12 SOM Case Study: Determination of Mastitis Health
Status of Dairy Herd from Combined Milk Traits

The application of SOM is illustrated in this section with a case study
conducted at Lincoln University in New Zealand. It involves the
determination of the health status of dairy cows in terms of the state of
progression of mastitis—a bacterial infection in the udder—from milk traits.
Mastitis is probably the most important disease affecting the dairy industry. It
not only affects the yield and composition of milk, but it also affects the
welfare of cows due to increased use of antibiotics and physical damage to
the udder. Therefore, accurate detection of mastitis in the early stages of
infection is important [26,27]. Mastitis is known to affect milk in various
ways. These include changes in electrical conductivity (EC), somatic cell
populations, and other traits such as fat and protein percentages in milk. As
the bacterial infection progresses, the number of somatic cells that
counteract the infection increases, leading to high somatic cell count
(SCC), and electrical conductivity increases due to chemical changes in milk
and elevated temperature resulting from bacterial activity. The SCC and EC
are the most widely used indicators in the diagnosis of mastitis in the dairy
industry. However, it is believed that better insights can be gained of the
mastitic status of a cow at a specific time using several traits related to
milk composition.

In a study over a period of 14 weeks, 107 cows from a farm were
assessed for several of these milk traits to study the incidence of mastitis in
the herd from the beginning until the middle of lactation [26]. Quarter
(udder) milk samples from all four quarters of each cow were collected
weekly from each cow, resulting in a total of 6848 quarter milk observations.
These were analyzed for EC, fat percentage (FP), protein percentage (PP),
SCC, and microbiological profile.

To reduce the number of inputs needed for the SOFM, hierarchical
cluster analysis was employed. As a result, two separate groups were
formed: EC, and the clustering of the other traits and their interactions.
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The EC group was represented by a conductivity index (CI) that redefined
the EC of a quarter in relation to its ratio to the sum total EC over all quarters.
This index is derived from

CI Z 2 C ½ðEC=100ÞK IQR�;

where

IQR Z EC=
X4

iZ1

ECi;

which is the ratio of the EC of a quarter to the sum total of conductivity of all
four quarters. The second group was represented by a composite milk index
(CMI) that was the sum of all the other traits of FP, PP, SCC, and their
interactions (products). The details of these derivations are excluded to
keep the focus on the central issue of cluster formation and self-organization
in maps and the reader is advised to refer to the original reference for
more details.

These two traits, CI and CMI, were selected as inputs to a one-
dimensional SOM and four arbitrary health categories were defined as
outputs (i.e., healthy (H0), moderately ill (H1), ill (H2), and severely ill
(H3)). Thus, the network has two inputs and four outputs, and the inputs
were normalized in the range 0–1. Clustering into health categories was
made using NeuroShell2e [30].

Several variations of NS and learning rate functions were tested to select
the best combination and assess the overall robustness of results. The
networks were robust and the results obtained from training with a Gaussian
neighbor strength function and a linear learning rate decay function are
presented here. Initial neighborhood size included all neurons and decayed
to the winner at the end of the training.

The health categories discovered by the SOM are shown in Figure 8.27,
which illustrates the character of the four clusters in relation to CMI, CI, and
SCC. Although SCC was used only indirectly as an input to SOM in the CMI, it
was included in the plot because SCC is used in industry as an indicator of
mastitis. However, its effectiveness as an indicator of mastitis is not always
high due to the variable immune response of cows. From the health clusters,
it was found that about 80 percent of the quarters were either in H1 or H2
category, while the percentage of H3 animals was maintained at less than 5
percent and the remaining cases were considered as H0. The SOM has
clustered the data into statistically significant (P!0.01) mastitis categories.
K-means clustering was also performed for comparison and an overall
correlation of 0.89 (P!0.01) was observed between the clustering results
from SOM and those from the K-means method. Thus, the clusters formed
by the map were reasonable.
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The mean and the standard deviation of each of the milk traits in the
clusters found by SOM are shown in Table 8.1. After clustering, statistical
tests (ANOVA and LSD) were conducted to compare the means between the
health categories on SPSS statistical software [29] and results are shown in
the last column of Table 8.1. It indicates that all the health categories are
statistically significant based on the mean values of CI and CMI, the two
inputs used to train the map. The same is valid for the FP as well. For SCC
and PP, however, three groups had similar values.

The SOM clustered health categories in Figure 8.27 were assessed to
determine if they arephysicallymeaningful; theywere found to appropriately
represent the health status of a cow. For example, the results indicate that the
health status of an animal deteriorates progressively from healthy to seriously
ill as the CMI and CI values increased. It is generally accepted that the higher
the electrical conductivity, the more serious the state of health and the
network has detected this trend. The effect of the CMI can also be explained
by the traits that make up the CMI.

The SCC was not the best indicator of mastitis compared with other traits
such as CI because its values were spread out among the categories
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Figure 8.27 Clusters formed by the SOM indicating status of mastitis.
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(Figure 8.27) and there was not a clear boundary of distinction to determine
thresholds. This is because animals that would previously be considered as
ill could have actually been in a healthy category. Figure 8.27 demonstrates
that a low SCC does not necessarily mean a low incidence of mastitis. This
supports the hypothesis that it is the speed at which cells can be mobilized
into the udder that determines the degree of illness. Cows that had higher
than acceptable SCC levels and were in the H0 (healthy) category had
normal or desirable values in the other traits. This could indicate that the
cow may have suffered an infection, but it quickly recovered from it because
its immune system was effective against the pathogen.

8.5.2 Example of Two-Dimensional Self-Organizing Maps:
Clustering Canadian and Alaskan Salmon Based
on the Diameter of Growth Rings of the Scales

To illustrate the concept of self-organization in two-dimensional maps, a
small two-dimensional classification problem studied in Section 2.5.3.2 is
revisited. Two-dimensional problems allow easier graphical interpretation
of the concepts of SOMs. The problem involved identifying the breed of
salmon, whether Alaskan or Canadian, from the growth-ring diameter of the
scales in freshwater and ring diameter of scales in seawater [7]. The data is
shown in Figure 8.28. The problem stems from the concerns of
environmental authorities about the depletion of salmon stocks; to address
these concerns, authorities have decided to regulate the catches. To do so, it
is necessary to identify whether the fish is of Alaskan or Canadian origin.
Fifty fish from each place of origin were caught and the growth-ring
diameter of scales was measured for the time they lived in freshwater and for
the subsequent time they lived in saltwater. The aim is to identify the
origin of fish from the growth-ring diameter in freshwater and saltwater.

Table 8.1 Mean and Standard Deviation of the Milk Traits in the
SOM Clustered Mastitis Health Categories and the Statistical Significance of
the Means between the Categories

Health Category

Trait H0 H1 H2 H3 LSD (P!0.05)

PP 3.61G0.01 3.52G0.01 3.51G0.01 3.51G0.02 H0 vs H1, H2, H3

FP 4.01G0.06 3.33G0.04 2.97G0.04 2.64G0.13 All

SCC 51G4.7 53G4.2 83G14.9 1237G221 H3 vs H0, H1, H2

CI K0.08G0.01 0.49G0.01 1.03G0.01 2.24G0.10 All

CMI 11.91G0.15 16.38G0.11 20.66G0.15 44.90G2.80 All
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Although the categories are known in this case, we use the input data to
illustrate how a two-dimensional map represents the input space.

8.5.2.1 Map Structure and Initialization

In this example, an SOM consisting of a square grid of size 5!5 was trained
for clustering the data in Figure 8.28. The coordinates of the position of the
bottom left neuron on the map are {1, 1}; those of the top right neuron are
{5, 5}, as shown in Figure 8.29a. The network has 25 output neurons and 2
inputs: ring diameter in freshwater and ring diameter in saltwater. The
weights associated with the 25 neurons were randomly initialized and they
are shown by the gray dot superimposed on the data in Figure 8.29b. All 25
initial weight values are centered in the original data.
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Figure 8.28 Ring diameter of scales for Canadian and Alaskan salmon in saltwater
and freshwater.
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Figure 8.29 The map structure and initial weights: (a) 25-neuron map of size 5!5
and (b) initial weights of the map (gray dot) superimposed on data.
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8.5.2.2 Map Training

The map was trained using a square neighborhood with learning rate b

expressed as

bZ 0:01 ft!5

Z
2

3 C t
ftO5

ð8:26Þ

Learning rate is a small constant value in the first four iterations so that
the codebook vectors find a good orientation (this is not always done but is
used here to highlight some interesting features of map orientation). Then it
is increased to 0.25 at the fifth iteration to speed up the convergence. From
this high value, the step length is slowly decreased until the map converges,
which can only be achieved if the learning rate converges towards zero. The
learning rate given in Equation 8.26 decays to 0.025 in 100 iterations, as
shown in Figure 8.30.

The neighbour strength function used was

NS Z Exp½K0:1d� if t!5

Z Exp K
ðtK 4Þ

10
d

" #
otherwise

ð8:27Þ

During the first four iterations, all neurons on the map are neighbors of a
winning neuron and all neighbors are strongly influenced. The influence on
the nearer neighbors, however, is greater than that on the distant ones, as
shown in Figure 8.31a. The stronger influence on the neighbors in the initial
iterations makes the network conform to a nice structure and avoids knots.
From the fifth iteration, the influence on neighbors decreases with iterations,
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Figure 8.30 Learning rate decay with iterations.
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as shown in Figure 8.31b, which shows that at iteration 30 only the winner
and the nearest neighbors update weights.

The map was trained in two phases: ordering phase and convergence
phase. In the ordering phase, the map is trained; in the convergence phase,
it is finetuned. These two phases will now be discussed in detail.

Ordering phase. The map was trained using recursive update where
codebook vectors are updated after each presentation of an input pattern.
The training performance is shown in Figure 8.32 that indicates how the
mean distance between the codebook vectors and input vectors in the
corresponding clusters decreases with iterations. The network has reached
stability in about 30 iterations and at this stage only the winner and the
nearest neighbors are active, as shown in Figure 8.33.

The trained map is superimposed on the data in Figure 8.34, which
shows that the initial weights have traversed the input space so that the map
represents the input data distribution well. The dots on the map indicate the
position of a codebook vector that represents a cluster of data surrounding
it. As can be seen, there are no knots in the map, indicating that neighboring
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Figure 8.31 Neighborhood strength function in relation to distance from winner
and iterations: (a) constant neighborhood influence in the first four iterations, and
(b) neighborhood decay after five iterations.
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Figure 8.32 Training performance of the two-dimensional map.
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neurons represent data that is in close proximity in the input data space. This
is possible due to the neighbor feature that attempts to preserve the
topological structure of the data on the map grid.

Figure 8.34 shows that the initial contracted map has unraveled and
unfolded during training to traverse the whole input space. Each junction of
the trained map represents a neuron; its codebook vector components are
the corresponding ring diameter in saltwater and freshwater in the plot in
Figure 8.34. The fact that there are no knots in the unfolded map indicates
that the weights have traversed freely after finding a good orientation in the
first four iterations. This process can be observed in Figure 8.35, where the
progress of unraveling of the initial map during training is shown. Careful
examination of the path of map evolution indicates that the map has indeed
found a good orientation in the first four iterations where the neighbor
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Figure 8.33 Neighbor strength in relation to distance from winner after 30
iterations.
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Figure 8.34 Codebook vectors of the trained map at the completion of the
ordering phase superimposed on input data.
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influence is larger, thereby making the subsequent traversal in the input
space free of entanglement.

An even clearer picture of the unfolding of the map can be seen in
Figure 8.36, where the configuration of the map in the first 15 iterations is
presented. It shows the good orientation found by the map in the first five
iterations and from that point on it simply expands to cover the input space.
It is noteworthy that in the first five iterations, the map has orientated itself
along the main principal direction of data. Recall that the main principal
direction indicates the direction in which the variation in the original data is
the largest, and clearly in this example, this direction is very much along the
diagonal in the plot of the original data. The other dimension of the map
therefore assumes the second principal direction that is perpendicular to the
first principal direction. Thus, the SOM procedure has found the principal
directions of the data relatively quickly.

Convergence phase. To finetune and make sure that the map has
converged, the trained map was trained further in batch mode for ten
epochs. Because the network in this case appears to have approached
convergence, the learning rate has been set to 1.0 because there will be only
small or straightforward adjustments to the position of the codebook vectors
with further training. The neighbor strength is limited to the winning
neuron. The training performance with respect to reduction in mean
distance is presented in Figure 8.37, which indicates that the map has now
converged. If, however, the network has not approached convergence in
the ordering phase, further training with a smaller constant learning rate on
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Figure 8.35 Evolution of the map codebook vectors during training; map traverses
the input space freely after having found a good orientation in the first four
iterations.
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the order of 0.01 may be appropriate. The neighbor strength then may be
limited to a few neighbors and decrease to the winner or the nearest
neighbors towards the end of training.

The final map superimposed on the data in Figure 8.38 indicates that it
has reached more data in the outlying regions compared to the map formed
at the end of the ordering phase (Figure 8.34).

The final converged map and the map obtained at the completion of the
ordering phase, along with the input data, are shown in Figure 8.39, where
the outer map is the fine-tuned map. There has been a shift in the position of
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Figure 8.36 Map evolution superimposed on data at selected iterations of 0, 5, 10,
and 15 (the second map indicates that it has orientated itself along the main
principal direction of the data after five iterations).
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Figure 8.37 Final fine tuning of the trained map in batch mode in convergence
phase (iterations denote epochs).
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the map in the final fine-tuning phase. Figure 8.39 reveals that the difference
in the two maps before and after fine-tuning is significant. The final map is
much better in terms of representing the input data distribution. It has
expanded to better reach the data and it has assumed a more centered
position in the data space.

The converged map in Figure 8.38 and Figure 8.39 is a representation of
the input space defined by the two classes. Each codebook vector
represents a subregion in the input space, and as such, the set of codebook
vectors more compactly represents the input space. When an input vector is
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Figure 8.38 Final converged map formed at the end of convergence phase
superimposed on data.

60 80 100 120 140 160 180
Ring diameter—freshwater

300

350

400

450

500

R
in

g 
di

am
di

am
et

er
—

sa
ltw

at
er

Figure 8.39 Comparison of the final converged map and the map obtained at the
completion of ordering phase in relation to input data (outer map is the fine-tuned
map).
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presented, the appropriate codebook vector will be activated, indicating the
region of the input space where the new input vector belongs. Because
there are two classes of salmon (Canadian and Alaskan), a cluster of
codebook vectors, not a single vector, defines each class. This gives the map
its ability to form nonlinear cluster boundaries. This cluster structure can be
used to discover unknown clusters in data. The map can also be used for
subsequent supervised classification. For example, when class labels are
known, the codebook vectors that represent corresponding input vectors
can be used as input to train a feedforward classification network to obtain
the class to which a particular unknown input vector belongs. This is called
learning vector quantization. However, it is not demonstrated here in favor
of continuing to explore the map.

Figure 8.40 presents the number of input vectors from each class
represented by each of the 25 codebook vectors. The numbers from 1 to 5
denote the row and column positions of the neurons on the map and each of
these neurons are represented by a cell in Figure 8.40. The cell at the bottom
right corner denoted by coordinates {1, 5} represents the neuron at the
bottom right corner of the original map in Figure 8.29a. Figure 8.40 shows
that the map has clustered the data such that most of the Canadian salmon
(class-0) are mapped to the right side and the Alaskan salmon are mapped to
the left side, as they are in the input space in Figure 8.28. In the middle of the
map, few neurons have clustered data belonging to both classes and there is
consequently some overlap between the classes near the apparent
boundary in the original data.

Each codebook vector represents the center of gravity of a cluster of
inputs that it represents and therefore approximates the average or point
density of the original distribution in a small cluster region. Therefore, the
magnitude (length) of the codebook vectors should reflect this. A properly
ordered map should show evenly varying length of the codebook vectors
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Figure 8.40 The number of input data vectors clustered by the 25 codebook
vectors according to class definition (0—Canadian; 1—Alaskan).
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on the map. The magnitude of the codebook vectors of each neuron is
shown in Figure 8.41.

In Figure 8.41, darker cells represent small magnitudes and lighter cells
represent larger values. It shows that the map progressively becomes lighter
as it extends up and to the right, indicating that it has preserved the
topological character of the data. The cell at the bottom right corner in
Figure 8.41 represents the neuron at the bottom right corner of the map
in Figure 8.29a (recall that the map has orientated in the principal direction
of the data while maintaining the relative position of the neurons on the map
grid due to topology preserving quality of self-organization). Thus the map
can be considered as a discontinuous, smoothed approximation of the
probability distribution of the input data. Each codebook vector
approximates the average of the inputs in its catchment or Voronoi region.

8.5.2.3 U-Matrix

The distance between the neighboring codebook vectors can highlight
different cluster regions in the map and can be a useful visualization tool.
The distance for each neuron or cell is the average distance between
neighboring codebook vectors. Neurons at the corners and edges have
fewer neighbors. If two vectors are denoted by w1Z {w11, w21, ., wn1} and
w2Z {w12, w22, ., wn2}, where n is the number of input dimensions, then
the Euclidean distance d12 between the two vectors is calculated in the
usual way as
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Figure 8.41 Magnitude (length) of codebook vectors (dark—small, light—large:
smallest is 334.0 mm, largest is 505.0 mm).
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðw11K w12Þ
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2
p

: ð8:28Þ

The average of the distance to the nearest neighbors is called unified
distance, and the matrix of these values for all neurons is called the U-matrix
[1,8]. The U-matrix for the map shown in Figure 8.38, Figure 8.39, and
Figure 8.40 for the example data in Figure 8.28 is shown in Figure 8.42.

In Figure 8.42, lighter regions represent larger distances between the
neighboring vectors and darker regions represent smaller distances
between them. It shows that in the middle region along the diagonal,
distances are smaller, indicating a concentration of neurons in close
proximity in this region, whereas towards the top right and bottom left
corners, the map distances are larger, indicating sparse neurons. There is an
explanation for this result. In Figure 8.28, where original data is presented,
there is a large concentration of data along the diagonal. The map has taken
this into account by allocating closely spaced neurons to represent these
dense regions. Thus the map has not only orientated itself in the principal
directions of the data, but has also learned to represent the density
distribution of the input data.

Although the U-matrix can indicate the cluster structures in data, it cannot
do so explicitly in this example because the boundary between the two
classes is too close to the data and the vector distances near the boundary are
not appreciably different from those away from the boundary. In well-
separated clusters, the distances between neurons in the boundary region are
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Figure 8.42 U-matrix for salmon data. Darker colors indicate smaller distances
and lighter colors indicate larger distances between neighboring neurons;
(minimum (black) average distance is 20.0 and maximum (white) average distance
is 45.0 mm).
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much larger than those within clusters thereby enabling the discovery of
unknown clusters. The discovery of cluster structures will be illustrated in
another example where clusters are quite separate in Section 8.5.4.

8.5.3 Map Initialization

Weights or codebook vectors of a map can be initialized in various ways.
Random initialization clusters the initial vectors near the center of gravity of
inputs and assigns random values in this center region. The center of gravity
of the map coincides with the center of gravity of data; therefore, this
initialization would allow the network to unfold from its own center and the
center of gravity of data. This form of random initialization is used in the
example previously presented in Section 8.5.2.

Deterministic initialization is another approach, where some input
vectors from the dataset are used as initial vectors. This can accelerate map
training. Yet another approach is to train a map with random initialization
for a few iterations and use the resulting vectors as initial vectors (random-
deterministic). There are other approaches as well. Recall that in the initial
few iterations, the map orientates so that the map direction coincides with
the data distribution. In the above example, it has orientated itself such that
its axes are parallel to main directions of variation in the data, resembling
principal directions. Therefore, another possible approach to initialization is
to find the first two principal directions of data using principal component
analysis and use these two directions for map directions [1]. With this
approach, the initial map will already be orientated in the direction of data
before training. Visual inspection of data may be very useful, not only in
initialization of the map, but also in deciding the dimensions of the map.

8.5.4 Example: Training Two-Dimensional Maps
on Multidimensional Data

An example is studied in this section in which the input dimension is larger
than two. The example discussed here has been widely used in literature for
illustrating classification and clustering properties of neural networks. It
involves classification of iris flowers into three classes of species depending
on four attributes: petal length, petal width, sepal length, and sepal width.
The dataset contains 150 iris flowers belonging to the species of Iris setosa,
Iris versicolor, and Iris virginica. The dataset is available at the UCI machine
learning repository at http://www.ics.uci.edu/~mlearn/MLRepository.html
[9]. There are four numerical attributes; the last variable is the class to which
a flower with a particular set of attributes belongs and has the values 1, 2,
and 3. Because data has more than two dimensions, all data cannot be
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visualized in a meaningful way. The SOMs can be used not only to cluster
input data, but also to explore the relationship between different attributes
of input data. The following analysis was conducted on Machine Learning
Framework for Mathematica [10].

8.5.4.1 Data Visualization

It is useful to visualize the data to obtain a view of the cluster structure. For
this, all input data can be plotted, indicating their relationship to the species
class, as shown in Figure 8.43.

Figure 8.43 shows the cluster structures in all combinations of two-
dimensional plots. It reveals that one cluster is quite distinct in relation to all
input dimensions, whereas the other two are not quite separable from each
other. This is not uncommon in multidimensional data. The histograms
along the diagonal are for each attribute and they are colored according to
the species that a particular attribute value is associated with. The
histograms indicate that the species Iris virginica has higher values for the
attributes of sepal length, petal length, and petal width, and medium values
for sepal width. Thus, this species is at the high end of most of the attributes.
Species Iris versicolor is at the low end of the attribute range for sepal length,
petal length, and petal width, and at the high end of the range for sepal
width. The species Iris setosa is in the mid-range for all variables except for
sepal width, where it is positioned at the lower end of the range. This
species overlaps with species Iris virginica at all attribute boundaries as
indicated by the scatter plots. The goal is to organize and project high
dimensional data onto a two-dimensional map with a limited number of
neurons where realistic cluster structures are formed. These clusters would
then be useful in deciding the cluster to which a particular unknown
flower belongs.

8.5.4.2 Map Structure and Training

An SOM of size 8!8 with 64 neurons was trained using the four input
attributes and an exponential decay learning rate with an initial learning
rate of 0.5. In the learning rate decay formula, the maximum number of
iterations T is set at 20 times the total number of training patterns, which is
20!150Z3000. Neighbor strength function is Gaussian with hexagonal
neighbor geometry. Neighbor size decreases to one at the end of the
iterations. Figure 8.44 shows the resulting map where neurons are
numbered from 1 to 64.

In Figure 8.44, maps have been separated for each attribute and can be
thought of as panels that can be overlaid on top of each other. Each neuron
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is depicted by a codebook vector that approximates the center of a cluster
of inputs and therefore has attribute values that reflect the average of those
inputs in that cluster. These values are color-coded in the map to show their
magnitude. The last panel denotes species class and each cell in it presents
the average of the class value for all the original inputs represented by the
codebook vector of that cell. Although the species class was not used in map
training, a separate panel can be drawn because the original data contains a
class label for each input vector and it was depicted by numbers 1, 2, and 3.

The position of neurons in each panel coincides with each other and by
following the same neuron position in each panel, the values of attributes of
a flower and the class it belongs to can be traced. Furthermore, the relation
of attributes to a class can also be discerned from the panels. For example,

Class_Is_Iris-setosa

Class_Is_Iris-versicol

Class_Is_Iris-virginica

Class

Petal_width

Petal_length

Sepal_width

Sepal_length

Figure 8.43 Scatter plots and histograms of input attributes of iris flowers
in relation to species class.
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petal length and petal width have a structure similar to the class structure.
Low petal length correlates with low petal width (located at the bottom of
the respective panels) and these strongly relate to class 2, which is Iris
versicolor ; this agrees with the relations indicated by the plots in Figure 8.43.
Sepal length is similar to the petal length and petal width, but the sepal
width has a significantly different spread of its values in the map, which is
also supported by the plots in Figure 8.43.

The relationships between data clusters and neurons can now be
observed by mapping the neuron onto data. This is presented in Figure 8.45
where data clusters and corresponding neurons that have clustered together
to represent the data clusters can be clearly seen in a plot of two input
attributes of petal length and sepal length. In the figure, smaller solid circles
denote input data with the color indicating the species. The larger gray
circles with numbers are the neurons; their position indicates the codebook
vector and the number indicates the label given to it in the map in
Figure 8.44. The gray lines indicate connectivity between neurons.

There is one distinct cluster at the bottom of the figure and neurons 1–21
associated with this cluster are grouped together at the bottom of the class
panel in Figure 8.44. This group of neurons represents Iris versicolor. The
top cluster is represented by neurons 48–64 in Figure 8.45; these are located
in the top region in the class panel in Figure 8.44. This group of neurons
represents Iris virginica. The middle cluster overlaps with the top cluster as
shown in Figure 8.45 and is represented by neurons 17 – 46 that are located in
the middle region of the map. This group of neurons represents Iris setosa.
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Figure 8.44 Mapping of 4 dimensional data onto a two-dimensional SOM. The
first four plots present the input attributes and the last plot shows the species class.
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Neuron 26, belonging to the top cluster, is located in the middle region of
the map among those representing the middle cluster because it has input
attributes similar to those in the second cluster. See Figure 8.43 and Figure
8.45 to locate this input data point.

In the boundary between the neurons that appear to represent the top
cluster and middle cluster in the map, some neurons have a class value that
is between those for the two clusters, as indicated in the last panel in
Figure 8.44. These represent the regions in the data space where clusters
overlap. These neurons represent input vectors from both classes that fall in
their catchment and therefore may produce errors in classification if the map
is used for this purpose.

The clusters of neurons formed on the map are highlighted in Figure 8.46
where the input data is denoted by very small dots in the background. The
black lines show the connectivity between neurons. The fact that there are
no entanglements in the lines indicates that neurons that are closer in
the map represent input data that are closer in the input space. Thus, the
trained map has preserved the topology of data.

From the trained map, various statistics can be obtained. For example,
since we have class labels (i.e., 1, 2, 3) that have been used to create panel 5
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Figure 8.45 Clusters of neurons formed on the map in relation to two attributes of
original data (numbered circles are neurons and smaller dots are inputs with the
color indicating class; gray lines represent neuron connectivity).
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in Figure 8.44, the classification accuracy of the map can be assessed from
the performance of the map on the data. We can also identify the data points
that have been misclassified. To perform this classification, the input
patterns must be presented to the network individually, and the codebook
vector nearest to an input vector must first be found. The class to which the
input belongs is the class label associated with this nearest codebook vector.
This label is the average of all class labels of the input vectors belonging to
that codebook vector, as depicted in panel 5 in Figure 8.44. This method of
extracting class labels is for neighborhood size of zero, meaning that only
the winner decides the classification.

The data set was passed through the map and these tasks were
performed; the resulting percentage classification accuracy is presented in
the form of a confusion matrix and a bar chart in Figure 8.47a. It indicates
that one class has been classified with 100 percent accuracy; this is the
bottom cluster in Figure 8.43, representing Iris versicolor. The first cluster,
Iris setosa, has been classified with 86 percent accuracy and the third cluster,
Iris virginica, with 88 percent accuracy. These are the clusters that overlap at
the boundary. The total classification accuracy of the map is 91.3 percent.

A neighbor size other than zero can also be specified to include some
neighbors of the winner, such that several neurons participate in decision
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Figure 8.46 Highlight of clusters of neurons formed on the map (small dots are
data points and black lines are connections between neurons).
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making. In this case, the weighting given to the neighbors must be decided.
By giving equal weighting and using a neighborhood size of 2, a much
improved classification results, as shown in Figure 8.47b. Basically, once the
winner has been selected for an input pattern, the class label associated with
all neurons in a neighborhood of size 2 is extracted and averaged to obtain a
final classification.

Figure 8.47b indicates that one class has been classified with 100 percent
accuracy; this is the bottom cluster (Iris versicolor) in Figure 8.43. The
classification accuracy of the first cluster (Iris setosa) has increased to 90
percent from 86 percent and that of the third cluster (Iris virginica) has
increased to 94 percent from 88 percent, when only the winner decided the
classification. The neighborhood operation has increased the total
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Figure 8.47 Classification performance of trained map on data: (a) confusion
matrix and bar chart depicting the percentage classification accuracy of the
trained map for neighborhood size of 0 where only the winner decides
classification, and (b) confusion matrix and bar chart depicting the percentage
classification accuracy of the trained map for neighborhood of size 2 where winner
and neurons in a neighborhood decides classification.

388 & Neural Networks for Applied Sciences and Engineering



classification accuracy to 94.7 percent compared to 91.3 percent when only
the winner decided the classification. All together, eight input patterns have
been misclassified; these can be extracted from the results and plotted, as
shown in Figure 8.48, where misclassified patterns are shown as bigger gray
circles around the original data depicted by solid circles with the color
indicating species class. The map has misclassified three patterns belonging
to Iris setosa (middle cluster represented by black dots) and five belonging
to Iris virginica (top cluster represented by lighter shades of gray).

8.5.4.3 U-Matrix

From the trained map, average distance between a neuron and its neighbors
can be obtained and, as explained earlier, this distance is easily expressed
using the U-matrix. The U-matrix for the example iris problem is shown in
Figure 8.49. The larger the distance between neurons, the larger the U value
and more separated the clusters. In the U-matrix map shown in Figure 8.49a,
the lighter the color, the larger the U value. As can be seen, the cluster at the
bottom of the map (bottom cluster of Iris versicolor in data plot in
Figure 8.43) is at a distance from that represented in the middle region. The
latter cluster is the middle cluster depicting Iris setosa in the data
plot. Because there is a large distance between these two clusters in the
data plot, the difference is preserved in the map. Large distances
between codebook vectors indicate a sharp boundary between the clusters.
A different view of the distance between neurons is presented in the surface
graph shown in Figure 8.49b, where the height represents the distance. In
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Figure 8.48 The eight misclassified input vectors shown as gray circles around
original data depicted by solid circles with the color indicating species class.

Discovering Unknown Clusters in Data with Self-Organizing Maps & 389



this figure, coordinate {0, 0} coincides with the bottom left corner of map in
Figure 8.49a.

The large height in the third row in Figure 8.49b indicates a separation
between the bottom and middle clusters. The same cannot be said about the
other two clusters. The clusters in the middle and top regions do not have a
distinct boundary due to the overlap of the original data at the cluster
boundary. This is clearly shown on the map. There is no large difference in
neighbor distance in the middle to top region, indicating that progressively
placed neurons in this region cannot find any distinct boundary anywhere in
the input space because the two clusters overlap. Thus the map preserves
the features of the data and the map has captured the cluster
relationships well.

8.5.4.4 Point Estimates of Probability Density of Inputs
Captured by the Map

From the trained map, we can also determine the number of input vectors
represented by each neuron. Two views of this are shown in Figure 8.50.
Each neuron represents the local probability density of inputs. In the left
panel, the lighter the color, the larger the number of inputs falling onto that
neuron. In the right panel, the larger the circle and the darker the hexagon in
which it is located, the larger the number of inputs falling onto that neuron.

Figure 8.50 illustrates that some neurons have captured more inputs than
others. Ideally, the map should preserve the probability density of the
input data so that the map is a faithful preservation of the data distribution.
In Figure 8.51, the codebook vectors are superimposed on the data so that
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Figure 8.49 Two views of the U-matrix representing average distance between
codebook vectors of neighboring neurons: (a) density map and (b) three-
dimensional surface graph.
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the distribution of codebook vectors and the input data distribution can be
compared. Four different pairs of input attributes have been plotted to show
different views of the multidimensional cluster relationships.

In Figure 8.51, codebook vectors are denoted by smaller dots, and input
data by larger dots with a different shade for each cluster. It shows that the
map has followed the distribution of data. Neurons have attempted to
assume central positions in local data clusters and reached out to data that
are not too close to a cluster.

8.5.4.5 Quantization Error

The distribution of mapping error can also be determined throughout the
map. In training, the objective is to get the codebook vectors as close as
possible to the input vectors that are closer to them than to the others.
Quantization error is a measure of the distance between codebook vectors
and inputs. If for an input vector x, the winner’s weights vector is wc, then the
quantization error can be described as a distortion error, e, expressed as [1]

e Z dðx;wcÞ; ð8:29aÞ

which is the distance from the input to the closest codebook vector. It may be
more appropriate to define the distortion error in terms of neighborhood
function because the neighbor feature is central to SOM. With the neighbor
feature, the distortion error of the map for an input vector x becomes

e Z
X

i

NScidðx;wiÞ; ð8:29bÞ

where NSci is the neighbor strength, c is the index of the winning neuron
closest to input vector x, and i is any neuron in the neighborhood of the
winner, including the winner. The d(x, wi) is the distance between the input
vector x and a codebook vector wi in the neighborhood of the winning
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Figure 8.50 Two views of local probability density of inputs captured by the map.
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neuron responding to input vector x. Computing the distortion measure for
all input vectors in the input space, the average distortion error E for the
map can be calculated from

E Z
1

N

X
n

X
i

NSci dðxn;wiÞ: ð8:30aÞ

When the neighbor feature is not used, Equation 8.30a simplifies to

E Z
1

N

X
n

dðxn;wiÞ: ð8:30bÞ

In Equation 8.30, xn is the nth input vector, N is the total number of input
vectors and c denotes a neighborhood. Thus the goal of SOM can
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Figure 8.51 Codebook vectors representing local cluster centers superimposed
on data to ascertain the preservation of the local probability distribution of input
data by the map (smaller dots represent codebook vectors and larger dots
represent input data with a different shade for each of the three species clusters).
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alternatively be expressed as finding the set of codebook vectors wi that
globally minimizes the average map distortion error E.

For the iris problem under study, the average distortion measure for each
neuron without the neighbor feature, which indicates the average distance
to the inputs represented by the neuron, is presented in Figure 8.52 in the
form of a density graph (left) and a three-dimensional plot (right) where the
height indicates the distortion error.

Figure 8.52 indicates that the distortion error is more uniform in the
interior region of the map and higher in some outer regions. High
distortion error indicates areas where the codebook vector is relatively far
from the inputs. The distortion error is a function of the input distribution,
size of the map, and distribution of codebook vectors in the input space.
High distortion error is an indication that either the data in this region is
far from the representative codebook vector or that there is a lack of
representation by neurons in the region. Such information can be used to
refine the map to obtain a more uniform distortion error measure if a
more faithful reproduction of the input distribution from the map
is desired.

8.5.4.6 Accuracy of Retrieval of Input Data from the Map

A recall operation can now be used to demonstrate how accurately the
map covers the input data space. If the dataset is sent through the map, it
identifies the best matching codebook vector. The resulting codebook
vector can be thought of as the retrieved input because it is the closest to
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Figure 8.52 Two views of map distortion error: (a) density plot and (b) surface
graph (the origin of the graph coincides with the bottom left corner of the map
in (a)).
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that input. All codebook vectors representing a dataset then become the
retrieved dataset. These codebook vectors are superimposed on data in
Figure 8.53a. They represent the retrieved input data distribution in
compact form because each vector is the center of a local cluster of
original inputs. The figure shows that the vectors represent the data well.

If a neighborhood of neurons is used in the retrieval, more than one
codebook vector can be activated and these codebook vectors can be
interpolated to obtain a recalled match of the input to the map. Then the
retrieved inputs are not the codebook vectors, but fall between them due to
interpolation. This was done with a neighborhood size 2 and the resulting
interpolated codebook vectors are superimposed on the actual data in
Figure 8.53b.

In Figure 8.53, the distribution of retrieved inputs with NZ2 has a
retrieval error of 0.154; for NZ0, the error is slightly higher at 0.159. The
significance of this difference depends on the required retrieval accuracy for
a particular problem. This error is the average distance between the actual
data vectors and their corresponding interpolated codebook vectors
defining the best position for those input vectors in the trained map.
Thus, a neighborhood provides a better approximation to this input
distribution than a single codebook vector.
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Figure 8.53 The position of retrieved inputs (i.e., codebook vectors) super-
imposed on original data for: (a) neighborhood size NZ0 and (b) NZ2 involving
interpolation of codebook vectors within a neighborhood of two neurons (small
dots denote original data, large dots denote the position of input data retrieved
from the map).
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8.5.5 Forming Clusters on the Map

In many practical situations, the number of clusters is unknown. Ideally, the
neurons in the map should naturally form distinct clusters; however, it is not
always very clear from the map exactly how many distinct clusters are
present. Therefore, it will be useful if the map can be used to find realistic
and distinct clusters. Because each neuron in the map is represented by a
codebook vector that approximates the center of gravity of the inputs that
are closest to it, the distance between the codebook vectors (U-matrix) can
be used to find borders between data, as discussed in Section 8.5.4.3. The
larger the distance, the more likely a cluster boundary exists between the
vectors. Because a neighborhood topology is used in training, cluster
boundaries may be blurred, but neurons on the boundary may receive few
or no inputs and can indicate possible cluster boundaries.

After a map has been trained, the total inputs distribution has been
replaced with a smaller number of codebook vectors; thus, the dataset has
been compressed. In the process, noise has been removed, as have outliers
because the map only contains codebook vectors—not the original input
data—and each of these vectors represents a sample of input data. Outliers
or inputs with noise map to a more central codebook vector representing
the cluster to which these data belong.

Although in unsupervised clustering the number of clusters is not known
a priori, because the topological structure of the data is preserved in the
map, the neurons (i.e. codebook vectors) that are closer together can be
clustered to form the most likely number of clusters. These clusters of
codebook vectors would represent clusters in the original data. This idea is
presented schematically in Figure 8.54, which illustrates two levels of data
reduction [11]. The first occurs when the input data is projected onto a map
where they are represented by trained codebook vectors. The second level
of reduction occurs where the codebook vectors are further grouped into
clusters of codebook vectors. For a new input vector, this approach will first
find the best matching codebook vector. Then the cluster to which the best
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Figure 8.54 Illustration of the clustering of a trained map based on two levels of
data reduction: map formation with trained codebook vectors at the first level and
clustering of codebook vectors at the second level.
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matching vector belongs will determine the cluster to which the original
input vector belongs.

8.5.5.1 Approaches to Clustering

Any established clustering method can be used for clustering the codebook
vectors. Generally, there are two main approaches to clustering data:
hierarchical and partitive approaches [11,13,28]. In hierarchical clustering, a
clustering tree called a dendrogram is produced in a hierarchical fashion.
This approach can be further divided into agglomerative and divisive
algorithms, depending on whether top-down or bottom-up approaches are
used to build the hierarchical clustering tree [11].

Agglomerative methods are more commonly used than divisive methods
and the basic mechanism of agglomerative clustering is as follows. At the
beginning, each input vector forms its own cluster. Then the distance
between all clusters is computed and the two clusters that are closest to each
other are merged. This process is repeated until there is one cluster left,
which is the total dataset. Basically, in this method, data points are merged
together to successively form a clustering tree that finally consists of one
cluster, which is the whole dataset. This tree can be used to interpret data
structure and determine the number of clusters.

In partitive clustering, a dataset is divided into a number of clusters while
minimizing some criterion or error function. An example is the commonly
used K-means clustering where a dataset is divided into k clusters. The
number of clusters is usually predetermined, but it can also be made part of
the error function [12]. The basic approach to partitive clustering with
predetermined number of clusters is as follows. The number of clusters is
first determined and cluster centers are initialized. Then the clusters are
updated with the presentation of inputs by bringing the best matching
cluster centers closer to the corresponding input vectors. This is repeated
until there is no change in the updates.

If the number of clusters is unknown, a partitive algorithm can be
repeated for a set of different number of clusters, typically from two to ON
where N is the number of input vectors. The K-means clustering for
example, minimizes the error function E:

E Z
XC

kZ1

X
x2Clust k

kxK ckk
2; ð8:31Þ

where C is number of clusters, x is an input vector belonging to cluster k
(Clust k), and ck is the center of cluster k. Basically, the distance between
a codebook vector representing a cluster center and the inputs
represented by it is accumulated over the total number of clusters.
Partitive clustering does not depend on previously found clusters; it is
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therefore better in this respect. However, these methods make implicit
assumptions about the shape of clusters. For example, K-means clustering
attempts to find spherical clusters.

8.5.5.2 Example Illustrating Clustering on a Trained Map

Clustering on the map will be illustrated by continuing the iris example
presented in Section 8.5.4. Level one of abstraction, depicted in Figure 8.54,
has already been completed by training a map. The second level involves
clustering the codebook vectors. The effects of hierarchical clustering on the
trained map will now be demonstrated and we specifically choose
agglomerative clustering in this example. In clustering the SOM, our inputs
to the clustering algorithm are the codebook vectors, not the original input
data. There are 64 neurons on the map, so there are 64 corresponding
codebook vectors. These neurons are shown on trained map component
panels in Figure 8.44 and are repeated in Figure 8.55.

The dendrogram of these 64 trained vectors are shown in Figure 8.56,
which demonstrates how clusters are formed on the trained map. At the
bottom of the map are the individual neurons making separate clusters; the
numbers indicate the labels given to the neurons in the map in Figure 8.55.
Horizontal lines and their height from the bottom indicate the levels of
clustering. By following the number on the neurons in the dendrogram,
the formation of clusters can be observed. For example, at the lowest level,
it has first clustered neurons 3 and 4 that have the minimum distance.
Then it has clustered neurons 11 and 12, which are later formed into a bigger
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Figure 8.55 Trained SOM network with respect to input attributes and species
class labels.
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cluster with 3 and 4. If one follows these numbers in the map in Figure 8.55,
it can be seen that these four neurons are closer together in the bottom two
rows of the map. Next it has clustered neurons 58 and 59 and these are at the
top row of the map. By following this hierarchical structure, the process of
clustering at various levels can be observed.

At the beginning of the formation of the tree, there are as many
clusters as there are codebook vectors and the two closest vectors are
merged based on a distance measure (Euclidean distance is used here).
After these initial clusters are formed, the distance between clusters must
be computed to determine which clusters must be merged next. There are
several methods for such clustering, including single linkage, complete
linkage, and Ward method [13,28]. In the single linkage (nearest-
neighbor) method, the nearest neighbors across clusters are used to
determine the distance between clusters [12]. Clusters with minimum
single linkage are merged. In the complete linkage method, the distance
between clusters is determined by the greatest distance between any two
data points (farthest neighbors). Clusters with minimum farthest-neighbor
distance are merged. This method is effective if the clusters naturally form
“clumps” [13]. However, the method is inappropriate for clusters that are
somewhat elongated, or are of a “chain type.” There are many other
methods of forming clusters. The Ward method [14] is used in this
example to determine which clusters to merge in the dendrogram in
Figure 8.56.

Invented in 1963, Ward is an agglomerative clustering method that is very
efficient when the dataset is not too large [14]. It is the most widely used
agglomerative technique. The method uses an analysis of variance approach
to evaluate distances between clusters. Specifically, the method attempts to
minimize the within-group sum of squares distance as a result of joining two
possible (hypothetical) clusters. The within-group sum of squares is defined
as the sum of the squares of the distance between all objects in the cluster
and the centroid of the cluster. Two clusters that produce the least sum of
square distance (or variance, which increases with each step) are merged in
each step of the clustering process. The distance measure is called the Ward
distance (dward) and is expressed as

dward Z
ðnr ! nsÞ

ðnr C nsÞ
kxrK xsk

2 ð8:32Þ

where r and s denote two specific clusters, nr and ns denote the number of
data points in the two clusters and xr and xs are the center of gravity of the
two clusters. kxrKxsk is the Euclidean norm (i.e., magnitude of the distance
between the two cluster centers). As the number of data points in the two
clusters increase and the distance between the cluster centers increases, the
Ward distance measure increases. The two clusters that produce the least
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distance measure are merged at each step of clustering. The mean of the two
merged clusters is computed from

xrðnewÞ Z
1

nr C ns

ðnr ! xr C ns ! xsÞ ð8:33Þ

and the new cluster size is updated to nrCns.
The Ward method tends to produce compact groups of similar and

spherical size clusters and it can be sensitive to outliers. When used on a
trained SOM, the homogeneity of clusters within the map is achieved by
merging only neurons and clusters that are neighbors in the map.

The dendrogram still does not provide the optimum partitioning of the
data as required by the user. Partitioning can be achieved by cutting the
dendrogram at certain levels. For example, when cut across a horizontal
line, the clusters that drop are the clusters formed at this level. This works
because more and more neurons and neuron clusters are grouped together
as the distance from the bottom increases. However, this still does not
indicate the best possible clustering of the data. In this example, we use the
Ward method [14] that was used to merge clusters in the dendrogram. It
helps find the optimum cluster structure, depicted by the thick horizontal
line in Figure 8.56, that indicates the best level of clustering for this problem.
Basically, the method computes the likelihood of various numbers of
clusters from which the most appropriate number of clusters can be
obtained based on a likelihood index.

The Ward likelihood index is defined as

Ward Index Z
1

NC

dt K dtK1

dtK1K dtK2

� �
Z

1

NC

Ddt

DdtK1

� �
; ð8:34Þ

where dt is the distance between the centers of the two cluster to be merged
in the current step, and dtK1 and dtK2 are the distance between
merged clusters in the last step and the step prior to the last. NC is the
number of clusters left. Thus the Ward likelihood index is a measure of the
difference in distance between the two clusters to be merged at the current
step and the two clusters merged at the last step relative to the difference in
distance in the last step, normalized by the number of clusters left. The
clusters that are far apart have a higher denominator and therefore a higher
Ward index; this can be used as an indication of the separability of clusters.

The likelihood of 13 clusters for the map shown in Figure 8.55 is
presented in Figure 8.57. It shows that three clusters have the maximum
Ward likelihood index, which in this case is optimum because we know that
there are three clusters in the data. The larger the index, the more likely the
clusters separate more distinctly.

400 & Neural Networks for Applied Sciences and Engineering



8.5.5.3 Finding Optimum Clusters on the Map with
the Ward Method

To select the best partitioning, the maximum Ward likelihood index is used
as a guide. As indicated in Figure 8.57, three clusters have the largest
likelihood index of 10 and the other clusters have a much lower likelihood
in comparison. This information can now be used to partition the trained
map into three clusters, as presented in Figure 8.58, where the original SOM
panel for the class (last panel in Figure 8.55) is shown along with the map
partitioned into three clusters with the Ward method. This level of clustering
is indicated by the thicker horizontal line in the dendrogram in Figure 8.56.

Figure 8.58 reveals that the new portioned map closely resembles the
original class map. Recall that the class attribute was not used in training.
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Figure 8.57 Ward likelihood index for various number of clusters of map neurons.

Clustering with three clusters

1 2 3 4 5 6 7 8

1

2
3

4

5

6

7
8

1

2

3

Class

1 2 3 4 5 6 7 8

1

2

3

4

5

6

7

8

1
1.22
1.44
1.67
1.89
2.11
2.33
2.56
2.78
3

Figure 8.58 Original class map using class indicator (left) and the map
partitioned into three unknown clusters using Ward method (right).
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Because for this problem class attribute is available, it is advantageously
used for comparing with the partitioned map. In many practical situations,
the class attribute is not available and the partitioned map must be solely
relied upon. Therefore, testing the method for a case where the class
information is available sheds light on the appropriateness and robustness
of the clustering process.

With the clustering of codebook vectors of neurons, three clusters of
vectors are obtained. Correspondingly, there are three cluster centers. These
are superimposed on the original data in Figure 8.59, where the large gray
dots denote cluster centers and smaller solid circles denote two attributes of
input data colored according to species class. As can be seen, clustering has
resulted in final cluster centers that are located at the center of original
data clusters.

It can now be determined whether the Ward clustering has actually
improved the classification accuracy. The clustering accuracy for the map is
presented in the form of a confusion matrix and three-dimensional plot in
Figure 8.60. There is perfect (100 percent) classification accuracy for class 2
(Iris versicolor) as before, but class 1 and 3 rates are now 92 and 80 percent
(for Iris setosa and Iris virginica, respectively). These values from the original
map were 86 and 88 percent, respectively, for neighborhood size 0, and 90
and 94 percent, respectively, for neighborhood size 2 (see Figure 8.47) when
the class labels were used, as in panel ‘Class’ of Figure 8.55. The total
classification accuracy of the Ward/SOM is 90.7 percent, which is slightly
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Figure 8.59 Centers of clusters formed by Ward clustering of trained SOM
codebook vectors.
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lower than that achieved with the original SOM (91.7 percent) for neigh-
borhood size 0 and 94.7 percent for neighborhood size 2 (Figure 8.47).
However, because class labels are not known a priori in many problems, an
approach such as this is required for performing classification, and the
classification accuracy reached by the map with Ward clustering is
remarkable.

8.5.5.4 Finding Optimum Clusters by K-Means Clustering

K-means is a set of nonhierarchical statistical clustering methods that find
exactly k different clusters of greatest distinction by optimizing an
appropriate clustering criterion [28]. The method assumes that the number
of clusters has already been fixed by the investigator. The method associates
an error criterion (as in Equation 8.31) with each partitioning of n data
points into the required number of k groups, and this criterion is used to
compare the partitions. The error criterion uses concepts of homogeneity
and separation in that data points within a cluster should have a cohesive
structure and individual clusters should be well separated from each other.
The best partition into k clusters is the one that best satisfies these. There are
several variants of K-means clustering. In the implementation of a clustering
process for finding k clusters simultaneously, cluster centers are first
initialized and objects within a predefined threshold distance are assigned to
the nearest centers. As the process evolves, threshold distance can be
adjusted to include fewer or more objects in the clusters.

K-means clustering has been used here to cluster the original data into
three groups; the resulting cluster centroids are shown in Figure 8.61,
superimposed on data whose color signifies the species class. The classifi-
cation accuracy of the K-means method on the training input data is

1
2

3

2
3

0

0.25

0.5

0.75

1

Percentage

Class

1 Prediction
2

3

0.92 0. 0.2
0. 1. 0.

0.08 0. 0.8

Figure 8.60 Percentage classification accuracy of map after Ward clustering
presented as a confusion matrix and three-dimensional bar chart.
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presented in the form of a confusion matrix and three-dimensional bar chart
depicting class and percentage classification accuracy in Figure 8.62.

Figure 8.62 indicates that K-means clustering has accurately classified
class 2, which is the bottom cluster in the data plot in Figure 8.43 (Iris
versicolor). The SOMandSOM/Ward also classified this classwith 100percent
accuracy. Classification accuracy for class 1 (Iris setosa) from the K-means
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Figure 8.61 Cluster centers obtained from K-means clustering superimposed on
original data (large gray dots denote cluster centers and smaller solid dots denote
input data for two attributes with color indicating species class).
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method is 94 percent and for class 3 (Iris virginica) is only 72 percent. The
total accuracy is 88.7 percent. This rate for the SOM map before Ward
clustering was 94.7 percent and with Ward was 90.7 percent. The results
indicate that the SOM map before Ward clustering provides higher accuracy
than either SOM/WardorK-means clustering and more importantly, accuracy
from SOM/Ward clustering is higher than that from K-means clustering. Note
that in this example, the class label was available and was therefore utilized.
However, in many clustering problems, the number of clusters in not known
a priori and must be determined by clustering the trained map neurons using
an appropriate clustering method. Here, the Ward method was used and it
provided an accuracy comparable to the case where class labels were known,
indicating the effectiveness of the method.

To compare the SOM/Ward clustering with K-means clustering, we plot
cluster centers from both methods, superimposed on the original data in
Figure 8.63. In this figure, larger dots are cluster centers from the two
methods with black representing SOM/Ward clustering and gray represent-
ing K-means clustering. The smaller solid dots are original data, colorized
according to which cluster they belong from each of the clustering methods.

In terms of cluster centers, the two panels in Figure 8.63 show that SOM/
Ward and K-mean cluster centers are not identical but very close to each
other. According to the classification results, SOM/Ward has resulted in
clusters that are better representations of the top and middle clusters than
K-means clustering.
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Figure 8.63 Cluster centers obtained from SOM/Ward clustering and K-means
clustering superimposed on original data: (a) original data colorized according to
SOM/Ward classification, (b) original data colorized according to K-means
classification (cluster centers from both methods are shown in both panels for
comparison).
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8.5.6 Validation of a Trained Map

Ideally, the map should be robust and reliable. In practical applications, the
map should be validated. One way of accomplishing this is by testing it on
unseen data. To do so, a portion of the data for map training and another
portion for validation could be used. The iris dataset could be randomly
divided into two portions, with 70 percent of data in the training set and 30
percent in the validation set. The map trained with training data is shown in
Figure 8.64. It shows that the new map, is very similar to the previous map,
where all data were used for training (see Figure 8.44). Therefore, removal of
a portion of data does not affect the overall information content in the map.

The map performance will now be assessed using test data that has been
set aside. The classification accuracy on the test data is shown in the
following confusion matrix that shows that cluster 2 has been perfectly
classified, but clusters 1 and 3 have been classified with 93.7 and 92.3
percent accuracy, respectively. Total accuracy achieved is 95.4 percent.
Thus the map is robust against unseen data
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0 0 0:923

2
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Next the codebook vectors were grouped into three clusters on the
trained map using the Ward method. The following confusion matrix shows
the results on test data. One hundred percent classification accuracy has now
been achieved on class 2, 93.75 percent on class 1 (as before), but only 84.6
percent on class 3. Total accuracy is 93.2 percent, slightly lower than that
obtained from the original map. There is more error in classifying class 3 (Iris
virginica). These results are for input patterns not seenby the networkbefore
and therefore reflect the generalization ability of the network to unseen data:
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8.5.6.1 n-Fold Cross Validation

For a rigorous validation of a map, an n-fold cross validation with the leave-
one-out method could be used to test the robustness of the map. The
average classification accuracy on validation data of several maps obtained
from n-fold cross validation is a useful approach for testing the
generalization ability or the goodness of a map. A ten-fold cross validation
was conducted where the original dataset was randomly divided into
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ten portions and nine randomly chosen portions (90 percent of data) were
used each time for training a map, and one group (10 percent of data) was
retained for map validation. The experiment was repeated 10 times with
different training and validation sets, each time training on 90 percent of the
data and testing on 10 percent. The classification accuracy on the validation
sets for the ten trials ranged from 0.75 to 1.0 as shown in Figure 8.65a. The
combined classification accuracy for the ten maps over all classes was 93
percent. Combined accuracy for individual classes is presented in the form a
confusion matrix and bar chart in Figure 8.65b.

The codebook vectors of each of the ten maps were further clustered
using Ward clustering and total classification accuracy for each map over all
classes based on all data is presented in Figure 8.66. All data was used for
validating this SOM/Ward classification because it was not possible to
extract the exact validation sets used by the program for each map.
Therefore, a direct comparison of classification accuracy of SOM alone
presented in the previous figure, and SOM/Ward presented here, is not
totally appropriate; however, the results are still interesting and the idea of
map validation still applies. The accuracy of individual maps in this case
varies from 90.2 to 95 percent as shown in Figure 8.66, and the combined
total accuracy of the 10 maps over all classes is 92.5 percent, which is almost
identical to the accuracy of the original map (93 percent) in ten-fold cross
validation. It is notable that the combined class accuracy for individual maps
is more consistent than that for the original map shown in Figure 8.65a.

Four examples of the ten maps after Ward clustering are shown in
Figure 8.67 to illustrate their broad similarity and small variations in cluster
boundaries.
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Figure 8.65 Classification accuracy of ten maps developed from ten-fold cross
validation: (a) performance of each map on corresponding validation dataset and
(b) combined total classification accuracy of the ten maps for each class.
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The ten cluster centers obtained from Ward clustering of the ten maps
trained using ten-fold cross validation are superimposed on the original data
in Figure 8.68 for the dimensions of petal length and petal width. As can be
seen, the map is robust against random sampling and generalizes well to
unseen data.
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Figure 8.66 Overall classification accuracy for ten maps clustered by the Ward
method in ten-fold cross validation.
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Figure 8.67 Four examples of ten-fold cross validated maps subsequently
portioned by Ward clustering into three clusters.
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This section presented in detail SOM formation and clustering results for
an example iris problem. It illustrates that by creating a map with many
neurons and subsequent partitioning, it is possible to achieve high classifi-
cation accuracy. This is because many neurons can traverse the input space,
thus approximating the internal relations in data and thereby providing a
better framework for subsequent clustering into a limited number of clusters.
Thus, there are two stages of data reduction: the first is when data is mapped
to codebook vectors and the second is when codebook vectors are grouped
into clusters based on the distance between them. These classes can be
further represented by other methods such as fuzzy C-means clustering to
introduce fuzzy boundaries between classes and provide a fuzzy classifi-
cation rather than a crisp classification [15]. From these, some if-then-else
rules may be extracted [15], if necessary, to differentiate the classes. For some
problems, especially simple ones, these rules may be meaningful and easily
interpreted; for problems with many variables, however, interpretation can
be extremely difficult.

Although not discussed here to keep the presentation simple, an
important first step in map formation is to choose important variables that
have discriminating power in clustering. Using irrelevant inputs can reduce
the ability of the map to cluster and generalize. The same approaches used
for selecting inputs to a multilayer network, as presented in Chapter 5, can
be used for selecting inputs to an SOM. The more independent the inputs

1 2 3 4 5 6 7

Petal_length

0.5

1

1.5

2

2.5

P
et

al
_w

id
th

Ten-fold cluster centers from SOM WARD

Figure 8.68 Centers for the clusters obtained from Ward clustering of maps in
ten-fold cross validation superimposed on original data.
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and the more discriminating power they possess, the more efficient the SOM
clustering [28].

8.6 Evolving Self-Organizing Maps

As illustrated in the previous section, SOMs are very useful in clustering and
visualizing high dimensional data. The clusters are formed such that not
only the inputs that are similar are brought closer together, but also the
clusters that are closer in the original data space are brought closer together
in the feature map. This is possible due to the neighborhood feature used
in training. However, there are several limitations of the method. First, the
map structure (i.e., the number of neurons and height/width ratio of
the map) must be predetermined. It is likely that a predetermined map size
is either too small or too large. In the iris example demonstrated in
the previous section, smaller map sizes were tried before deciding on the
8!8 map because this size demonstrated cluster structures better on
the trained map. It can be difficult to predetermine the map size for some
problems and some trial-and-error process is necessary.

A trained SOM can reveal possible cluster regions but clusters are often
not well separated. If the objective is to determine distinct clusters in the
data, further clustering of the neurons on the map is needed to transform the
map into unique clusters so that a cluster to which an input belongs
can be determined. Ward and K-means clustering presented in the
previous section are two such clustering methods. For example, for the
iris problem discussed in the previous section, visualization of clusters was
only possible after the Ward clustering of codebook vectors. This aspect of
the map can be improved so that the cluster structure is more apparent on
the map itself. Furthermore, in the classical SOM discussed thus far, when a
trained map is used to project input vectors onto the map, the inputs are
only projected to the best matching neuron, i.e., to a single point on the
map. Section 8.5.4.6, which discusses the accuracy of retrieval of input data,
illustrates that this can be enhanced with a neighborhood topology where
the average of the winning vector and those of its neighbors is used in
mapping an input onto the trained map. With this method, an input can be
mapped to a location between neurons, as shown in Figure 8.53b. However,
the accuracy of the retrieval can be further improved.

Some of the above limitations of the SOM have been addressed by
growing SOMs [16]. They are especially useful in reducing the map size and
can eliminate the trial and error required in determining map structure.
Several methods have been proposed as growth mechanisms to grow SOMs
during training as required by the data. Some of these are growing neural gas
[18], incremental grid growing (IGG) [19], tree structure SOM (TS-SOM) [22],
growing hierarchical SOM, growing cell structure (GCS) [16,17], growing
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SOMs (GSOMs) [20], and evolving tree [21]. Most of these growing maps
attempt to dynamically evolve the map structure rather than train a
predetermined grid. The map grows when some predetermined criteria,
such as the number of hits indicating the frequency that a neuron becomes a
winner, or the accumulated error for a neuron that indicates the total distance
between aneuron and all the inputs that fall closest to it, are exceeded.Neural
Gas and TS-SOM have fixed structures, but have efficient approaches to
creating connections between neurons during training as required by
the data. In what follows, GCS, GSOMs, and evolving tree are explored.
However, a brief introduction of the other methods is given here before the
three aforementioned methods are discussed.

The neural gas approach proposed by Martinez and Schulten in 1991 [18]
produces a self-generating network in that it starts with no connections and
a fixed number of neurons floating in data space. As inputs are presented
during training, neurons are adapted and connections are created between
the winning neuron and its closest competitor. Neurons can be removed
using a removal mechanism. The deficiency of this method is that it has a
fixed number of neurons that must be predetermined. Therefore, the
method has similar limitations to that of the regular SOM. Furthermore, the
neural gas structure is not necessarily two-dimensional and its dimension-
ality depends on the locality of input data. This means that the network can
have different dimensionality in different regions in the data space, making it
difficult to visualize [20].

The IGG is a method [19] that builds the network incrementally by
dynamically changing its structure and connectivity according to the nature
of the input data. The network starts with a smaller number of initial neurons
and generates new neurons from the boundary using a growth mechanism
(some growth mechanisms will be discussed in detail later). Connections are
added when the codebook vector difference (distance) between two
neurons falls below a threshold value (i.e., they are close to each other).
Analogously, connections are removed when the distance between neurons
exceeds a threshold. Because only boundary neurons can grow, the map
contains a two-dimensional structure; therefore, the internal structure of
data can be visualized on the map.

The TS-SOM [22] has several different-sized SOMs arranged in a
pyramidal shape. The topmost layer is first trained in the usual way using
the methods of regular SOM. Every neuron in the first layer has children
in the second layer. When the second layer is trained, the winning neuron in
the first layer is found first. Then only the children of that neuron are
searched to find the winning neuron in the second-layer SOM. Other than
this difference, the rest of the training is similar to that of regular SOM. If
necessary, more layers can be added to the second layer, third layer, etc.
This hierarchical organization greatly reduces the number of operations
needed to find a winner; as such, this makes possible the training of very
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large maps required by large databases with high dimensionality [21]. This
map also has a fixed structure that is predetermined.

In the growing hierarchical SOM developed by Dittenbach et al. [23], the
system starts with a simple SOM and neurons are added as necessary.
Specifically, a neuron is expanded when a certain criterion is reached and a
new SOM is placed below the neuron. The new SOM is trained using only
the input vectors that map to the parent neuron. In this section, the three
selected approaches to growing SOMs are discussed in detail. They contain
some of the features already discussed in this brief introduction.

8.6.1 Growing Cell Structure of Map

The GCS presented here is proposed by Wu and Yen [16]. This method is
based on two-dimensional SOMs, but training starts with a small grid size,
usually three units forming a triangle. There are two basic approaches to
inserting nodes during training: (1) Add neurons in areas that receive a high
number of inputs, or (2) add neurons in areas with the highest accumulated
error of a neuron (i.e., the largest sum of the distance between a neuron’s
codebook vector and all inputs belonging to that neuron).

After inserting new neurons, connections are adjusted between them so
that the triangular connectivity is maintained. The basic process of map
growing is schematically illustrated in Figure 8.69 [16]. In the figure, the
initial map is the three-neuron map on the left. The cross indicates the
position where a neuron is to be added based on the criteria stated above.
The second image in Figure 8.69 shows the new map with the new neuron
added and the map reorganized to maintain a triangular structure. The third
image shows the map extended after adding a neuron at the position of the
cross in the second map and reorganized to maintain the triangular
structure. The last image in Figure 8.69 shows a map that has grown further.
This process continues until it no longer is necessary to grow the
map further.

Figure 8.69 Schematic illustration of map growing in growing cell structure
(GCS) method.
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As already stated, two general approaches have been used for adding a
neuron to a growing map. One is based on the number of inputs received by
a neuron and the other is based on the average error measured as the
average distance from a neuron to the inputs it represents. The basic idea
of the two methods is similar except for the criterion used to add neurons.
In GCS, focus is on the accumulated error as the criterion. Starting with the
initial triangular three-neuron map, training proceeds for a certain number
of steps and a neuron is added in the region where the largest accumulated
error is found to better represent the input data. The idea is that the density
of codebook vectors should represent the probability density of the input
space. By inserting new neurons in the region where the error is large, an
attempt is made to even out the error on all neurons so that codebook
vectors evenly represent the input space. It is expected that over time, such
uniform network structure will emerge with the GCS method. The
process continues with more neurons being added as necessary during
training. Existing nodes are also eliminated if they receive few or no inputs.
These neurons are removed, together with all connections associated with
that neuron, while still maintaining triangular connectivity of the
whole map.

The whole learning procedure that involves the error measure to insert
neurons can be described as follows [16].

Map initialization. The initial triangular map is created with three
neurons. Initialize the codebook vectors randomly from the input
probability distribution. For every neuron i, define error Ei. The error is
the sum of distance from a neuron to all inputs that are closest to it.

Map training. Train the map with randomly selected inputs as follows:
for every input vector find the winning neuron and add to its Ei the squared
distance between the input and that winning neuron. Weights are updated
for the winner and the direct topological neighbors of the winner. Constant
learning parameters bc, bn are used in updating weights for the winner and
neighbor neurons, respectively. In contrast, in the original SOM, a
neighborhood can be very large initially and decrease with iterations as
training continues while strength of adaptation also decreases over time in a
specified manner.

After some training, identify the neuron with the maximum accumulated
error. Suppose that this neuron is denoted k. Then, insert a new neuron m
by splitting the connection between neuron k and its most dissimilar
(i.e., farthest) neighboring unit n. This is depicted in Figure 8.69. Remove
the old connection between k and n and make new connections k–m and
m–n. The new neuron now has to be initialized; this is accomplished by
allocating the average of the codebook vectors of k and n. This is performed
so that there is a smooth transition between the weights of
neighboring neurons.
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Basically, the addition of a new neuron creates a new Voronoi region for
that neuron where the inputs closest to this new neuron fall. This
redistribution of the inputs is reflected in the GCS method by redistributing
the errors of the two existing neurons with the newly created one.
Specifically, the error Em of the new neuron m is set to the mean error of the
neighboring neurons k and n and it is assumed that this represents the error
of the new neuron if it had existed from the beginning. The error on the
neighbors of the new neuron m is decreased proportionately to indicate
their error if the new neuron had existed from the beginning. Then, the error
on all neurons on the map is decreased by a fraction to indicate their error if
the new neuron had existed from the beginning, and to make the recently
altered region have a greater influence. This training process continues with
more training patterns introduced to the network and growing the map until
some stopping criteria are met. Stopping criteria may be the map size or
some performance measure such as minimum average error.

Neurons may be deleted if no or only few inputs fall near a codebook
vector. In this case, its error can be redistributed to the neighbors or ignored
if too small. This is useful when the input probability density comprises
several disjointed regions with very low probability in some regions [17].
The neurons in these regions receive only few inputs and their error may not
decrease over time. The removal of neurons can enable the network to
model evenly structured distributions to high accuracy. The resulting map is
a two-dimensional network of neurons connected to form triangles. The
position (x, y coordinates) of the neurons and their corresponding final
codebook vectors are stored after training.

If the number of inputs closest to a codebook vector is used as the
criterion for map growing, a new neuron is added at the point of highest
frequency of inputs. After inserting a new neuron, its input frequency is
made equal to the average frequency of the neighbors; this is assumed to be
the frequency of that neuron if it had existed from the beginning. The input
frequency of the neighbors is reduced proportionately to indicate their
frequency if the new neuron had existed from the beginning. Neurons are
removed if they have zero or very low input frequency. This has been used
in a prior version of GCS [16].

A map trained by the GCS method follows the spread of the input data and
therefore can be expected to reveal cluster structures better than a fixed grid.
When an input is presented to a trained map, the corresponding winning
neuron will respond; its position is the most appropriate position for that
input vector in the data space that is well represented by the map. However,
mapping is still performed on the best matching neuron only and therefore is
discontinuous. However, the mapping can be made more precise; in Section
8.6.1.1, a centroid method for projection of inputs onto positions between
neurons on a map trained by the GCS method is discussed.
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8.6.1.1 Centroid Method for Mapping Input Data onto Positions
between Neurons on the Map

The trained map should represent the input distribution well with its
codebook vectors that span the input space. However, mapping of the
inputs will still be performed based on the best-matching winner neuron.
Section 8.5.4.6 illustrated a method where codebook vectors of the winner
and its neighbors are averaged to achieve better mapping of the inputs onto
the trained map. Wu and Yen [16] have proposed a centroid method based
on projecting an input vector on all neurons on the map and finding the
centroid of the projections as described next.

In the centroid method, when an input is mapped onto the trained map,
its projection on all codebook vectors is found first. This indicates the
degree of closeness of the input to all the codebook vectors. The projection
is the highest for the neuron whose codebook vector is the most similar to
the input. The projection of an input onto a codebook vector can be found
by multiplying the input vector by the codebook vector. This is the dot
product, which is equal to the weighted sum of inputs. If the inputs have q
attributes, an input vector x takes the form {x1, x2, ., xq}. The codebook
vectors will have the same number of q components and a codebook vector
w can be represented as {w1, w2, ., wq}. The projection of input vector x on
w is denoted by Px. Then, Px is simply w1x1Cw2x2 C.Cwqxq, which
is the scalar magnitude of the projection. By repeating this computation for
all K codebook vectors, K projections of the input vector x on all codebook
vectors are obtained. The total projections of one input vector can be
visualized as a spatial response across all the neurons on the map. The
centroid method is then used to find the center of gravity of all
these projections, whose location defines the best location for the input on
the map. The negative elements of the projection, however, are first zeroed to
stabilize centroid calculation. For simplicity of illustration, this idea is
presented schematically in Figure 8.70 for a two-dimensional square grid.

The centroid of the spatial response of projections is computed as the
weighted average of the coordinates (x, y) of neurons and their
corresponding projections averaged over the total sum of the projections.
Suppose that the x and y coordinates of K neurons are organized as a 2!K
matrix denoted by Cxy as

Cxy Z
x1 x2 . xK

y1 y2 . yK

� 

; ð8:35Þ

where xi and yi are the x and y coordinates of neuron i. The projections of an
input vector x on all codebook vectors are denoted by Px, defined as

Px Z p1 p2 . pK

� �T
ð8:36Þ
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where pi is the projection of x onto a single vector wi of neuron i. The T
indicates transpose, meaning that Px is a column vector of size K!1, with K
rows and one column. The centroid CGx of the projections of input x is
given by

CGx Z
CxyPxP

i
Pi

: ð8:37Þ

Multiplication of Cxy of size 2!K with Px of size K!1, results in a 2!1
vector containing the x and y coordinates of the center of gravity of the
projections. Figure 8.70 shows the projections of an input on all codebook
vectors of the map and the central point where an input is projected onto the
map. As can be seen, a new input is mapped to points between neurons,
leading to the possibility of high resolution in the retrieval of inputs from
the map.

The process of finding the center of gravity of projections for many
inputs can be performed simultaneously and efficiently using matrix
manipulations. First, N input vectors are organized with q attributes as
columns in a matrix I of size q!N (i.e., q rows and N columns). K codebook
vectors are also organized in a matrix W of size K!q, where q components
of each codebook vector are organized in a row. The two matrices can
simply be multiplied (W!I) to obtain a projection matrix of size K!N,
where each column corresponds to projections of one input vector on all
codebook vectors, such as Px above with K components. The projection
matrix has N such columns, one for each input vector. The coordinate matrix

y

Projections

y

X

X

Figure 8.70 Mapping of an input vector to the centroid of the spatial response of
projections of an input vector on all codebook vectors on the map. (Adapted from
Wu, Z. and Yen, G., International Journal of Neural Systems, World Scientific
Publishing 13 (5), 353, 2003. With permission.)
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Cxy (2!K) can then be multiplied by the projection matrix to perform the
operation depicted in Equation 8.37 to simultaneously obtain coordinates of
all centers of gravity corresponding to the input vectors. The result is a 2!N
matrix, where each column contains the x and y coordinates of the centroid
of spatial response of the projections of one input vector on all codebook
vectors. The whole matrix thus contains centroid coordinates for all N
input vectors.

A comparison of simple input projections involving the average of
neighbor vectors drawn on the U-matrix obtained for iris data from a
regular SOM, such as the one trained previously and shown in Figure 8.44
and Figure 8.49, with the centroid-based projections obtained from the
GCS method, is presented in Figure 8.71. The SOM map size is 40!40, as
shown in Figure 8.71a. The projections of inputs on the map trained with
the GCS method are shown in Figure 8.71b. In the GCS method, an
additional five neurons have been incrementally added to the initial three-
neuron map.

In Figure 8.71b, the projections of inputs belonging to different
categories are labeled with different symbols. The figure shows that
centroid mapping after training with the GCS method has separated the
three different species and revealed internal structure. In contrast, for the
projections on the regular SOM grid shown in Figure 8.71a, also labeled with
the same symbols used in Figure 8.71b, the separation of the top two species
(Iris versicolor and Iris virginica) is not as distinct. These two, however, are
clearly separated from Iris setosa in both figures.

Figure 8.71 Comparison of projections of Iris data on trained maps: (a) simple
projection involving average of neighbor vectors on a regular SOM grid (shown on
the U-matrix) and (b) centroid based mapping on a map obtained from growing
cell structure method. (From Wu, Z. and Yen, G., International Journal of Neural
Systems, World Scientific Publishing, 13 (5), 353, 2003. With permission.)
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8.6.2 Dynamic Self-Organizing Maps with
Controlled Growth (GSOM)

Dynamic SOMs with controlled growth is another recent variant of evolving
SOMs proposed by Alahakoon et al. [20,24]. This map grows dynamically; its
growth can be controlled using a spread factor such that a smaller map
showing broader (macro) cluster regions can initially be obtained. This is
very useful for large datasets where the computing burden can be very high
and a broader picture is initially essential for taking the analysis further. If
more accuracy is needed, the whole map can be grown further until desired
accuracy is achieved in terms of the visibility of interesting clusters. This map
can then be used to further grow only selected areas of interest (zoom in) so
that attention can be focused on important regions of the map such that
more and more clusters can be brought into light for understanding or
reviewing possible subclusters within larger cluster structures. One
interesting feature of this map is that it takes the shape of the clusters as it
grows. In other words, as clusters are more and more represented by an
expanding map, the map grows in specific directions dictated by the
clusters. Consequently, different clusters make the map grow in different
directions, thereby making the identification of cluster regions easier.

The initial structure of the map is four neurons organized in a two-
dimensional grid, as shown in Figure 8.72. The map grows to represent the
input data by adding new neurons to the boundary neurons with the highest
accumulated error. Thus, the error is the mechanism of growth. Because all
four neurons are boundary neurons, all have the freedom to grow in the
outward direction as shown in Figure 8.72a. By growing only from
boundary nodes, the two-dimensional structure of the map is maintained.
A spread factor can be defined to control the growth selectively so that
growth can take place in stages or in different regions. A low factor is given
initially and then gradually increasing spread factors can be used for further
growth of selected regions of interest.

(a) (b)

wnew2

wnew1

w2w1

Figure 8.72 Original map and map growth from boundary neurons in GSOM.
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The map training proceeds as follows.
Initialization phase. Initialize the four codebook vectors with random

values. These may be four input vectors from the input space. For input
variables with different scales, it is recommended that data be normalized in
the range 0–1. Initial codebook vectors can also be four vectors with
components (attributes) in this range. This allows the map to grow freely
without restriction, solely based on input data.

Growth phase. The inputs are processed by the network and the
accumulated error for each neuron is calculated. The four codebook vectors
can be thought of as dividing the input space into four regions (Voronoi
cells). The neuron with the largest accumulated error indicates a region that
is underrepresented and is an area for generating a new neuron. If the
accumulated error of a neuron exceeds a growth threshold (GT), then new
neurons are grown from this neuron. New neurons are added in all free
directions of a boundary neuron (i.e., in the vertical or horizontal outward
directions) for simplicity of implementation. This is illustrated in
Figure 8.72b, where the neuron with the largest accumulated error is the
top right neuron from which two neurons with weights wnew1 and wnew2

have grown. The codebook vectors of the new neurons are assigned such
that they smoothly flow with the neighboring neurons. For example, if two
neighbor neurons, as shown in Figure 8.72b, have weights such that w1Ow2,
then to maintain the smooth flow of weights, the new weight wnew will be
initialized to w1C(w1Kw2) so that w1Ow2Ownew. Similarly, if w1!w2,
then the wnew is initialized to w1C(w2Kw1) so that w1!w2!wnew.

The initial learning rate during growth phase requires consideration.
Because there are only four neurons initially, the same neuron can be the
winner for very different input vectors. This will cause the weights of
the same neuron to fluctuate in completely different directions. To improve
the situation, the learning rate is modified as follows:

hðt C 1Þ Z a 4ðnÞ hðtÞ ð8:38Þ

where h(tC1) is the learning rate at iteration tC1, h(t) is the learning rate for
iteration t, a is constant between 0 and 1, and 4(n) is a function that gives a
low value when the network size (i.e., total number of neurons n) is smaller
and high value when it is bigger so that the initial learning rate is
proportional to the network size. This function can take the form of
(1KR/n(t)) where n(t) is the network size at iteration t and R is a constant.
Alahakoon et al. [20] have arbitrarily used a value of 3.8 for R because the
initial network size is four. Thus, the learning rate is initially reduced by
the function; as the network grows and there is reasonable representation of
the data, the weights can adapt faster with a higher learning rate.

The neighborhood size of a regular SOM is initially large and shrinks
with iterations. The reason for a larger initial neighborhood is to order the
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codebook vectors in the initial iterations. Because weights of new neurons
are ordered at the time of initialization in the GSOM such that weights in a
neighborhood flow smoothly, an ordering phase is not necessary.
Therefore, repeated passes of data over a very small neighborhood (2–4)
that reduces to unity are used. Specifically, the GSOM initializes the learning
rate and neighborhood size to a starting value for each new input. Weights
are then adapted with decreasing neighborhood and learning rate until
neighborhood is unity. After this update, learning rate and neighborhood
size are initialized again for the next input.

In a regular SOM, the map grows and spreads around the data if it
has enough neurons. In GSOM, because new neurons are added as
necessary, the growth is initiated by a mechanism that allows the growth
of boundary nodes. As presented earlier, this is when the accumulated
error of a neuron exceeds a growth threshold. A limitation of the
approach is that the map does not grow if the error on a nonboundary
(interior) neuron exceeds GT due to high input density in this region. In
this case, the map cannot grow and results in a congested map that does
not give a proportional representation of the input data. It is argued that
such proportional representation of the frequency of occurrence by area
is very useful in identifying high-frequency regions in the map. There-
fore, it will be useful to have a mechanism that allows nonboundary
neurons to initiate growth of boundary neurons by spreading their error
outwards. This is accomplished by halving the error of the nonboundary
winner and increasing the error of its immediate neighbors by a fraction
as

Ew
tC1 Z GT =2

Ei
tC1 Z Ei

t C gEi
t ; ð8:39Þ

where w indicates the winner and i indicates an immediate neighbor
that can take a value from 1 to 4.

The parameter g, the factor of distribution, controls the increase in error
accumulation of neighbors. Over time, the error from interior neurons will
spread outwards towards boundary neurons and growth will be initiated
due to this spread.

The GT specifies map growth. When the accumulated error in a neuron
exceeds this threshold, new neurons are grown. To obtain a vale for this, a
spread factor SF, with a value between 0 and 1, that specifies the amount of
map growth is defined. Using this factor, the GT is defined as

GT ZKD lnðSF Þ; ð8:40Þ

where D is the number of dimensions (attributes) of the input data. For a
given spread factor SF, the GSOM approach calculates GT for a dataset with
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dimension D. The dimension D becomes relevant because the error
measured as distance between input and weight vectors involves taking the
square difference of the components of the two vectors. From Equation 8.40,
GT is a logarithmic function of SF, which means that GT varies exponen-
tially with SF and linearly with dimension D. Thus, by specifying a smaller
spread factor, GT for error is larger and will result in a map with a lower
number of neurons. Such a map is useful in initial data exploration. For
further refinement, a larger spread factor can be used, resulting in smaller
GT that allows greater growth of neurons resulting in finer resolution of
the whole map or selected regions of the map.

Smoothing phase. When the new neuron growth phase is over, identified
by low frequency of growth, weight adaptation is continued with a low
learning rate. This is to smooth out any quantization error that may still
undergo change in the neurons that were grown in the latter stage of
growth. The training data is presented to the network and weights are
updated with a smaller learning rate that decays until convergence, when
the error values of the neurons become appreciably small. The
neighborhood in this phase is constrained to only the immediate neighbors.
Thus, in this phase, neighborhood size as well as the initial learning rate are
smaller than those in the growth phase.

8.6.2.1 Example: Application of Dynamic Self-Organizing Maps

The main features of the GSOM described in the previous section are
controlled growth of the map using a spread factor in a hierarchical fashion
and the facilitation of growth of isolated map regions of interest to further
investigate their cluster characteristics. These aspects are schematically
illustrated in Figure 8.73 as reported by Alahakoon et al. [20].

Alahakoon et al. [20] demonstrate the application of GSOM on a widely
used zoo dataset containing 16 attributes of animals and their type—
mammal, fish, bird, etc. A record from this dataset is presented in Table 8.2.

Clustering of the zoo dataset with a small spread factor of 0.1 is
illustrated in Figure 8.74, where animals are clustered into groups.
Additionally, similar subgroups have been mapped near each other. With
this small spread factor, it is still possible to see that there are three to four
main groups in this dataset. The figure also illustrates one of the main
features of GSOM: it indicates the groupings in the data by its shape, which
is evident even at this low spread factor. For example, the map in Figure 8.74
has branched out in three directions, indicating the three main subgroups in
data: mammals, birds, and fish. Insects have been grouped together with
some other animals, but this group is not well separated due to a low
SF value.

422 & Neural Networks for Applied Sciences and Engineering



When the spread factor is increased substantially to 0.85, clusters spread
out further and become well separated, as shown in Figure 8.75. For
example, the clusters of birds, mammals, fish, and insects have been clearly
separated in the map. At this high value of spread factor, even the subgroups
have appeared in the map. For example, predatory birds have been
separated into a subcluster, separate from other birds. The mammals have

SF = 0.3

SF = 0.5
Cluster A Cluster B

Cluster D

Total map

SF = 0.75

SF = 0.5

SF = 0.5

A

B

C

D
E

Figure 8.73 Hierarchical clustering of a dataset by GSOM with increasing
spread factor, SF. (From Alahakoon, D., Halgamuge, S.K., and Srinivasan, B.,
IEEE Transaction on Neural Networks, IEEE Press, 601 – 614, 2000. With
permission.)

Table 8.2 Record from Zoo Dataset

Name Has Hair Lay Eggs
Feeds
Milk Airborne Aquatic Predator Toothed

Wolf 1 0 1 0 0 1 1

Breathes
Veno-
mous Has Fins

No. of
Legs Has Tail

Dom-
estic

Is Cat
Size Type

1 0 0 4 1 0 1 1
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been separated into predators and nonpredators, and nonpredators
have been further separated into wild and domestic subgroups. Further-
more, other subgroups, such as airborne and nonairborne (chicken and
dove), as well as aquatics, have also appeared in the map. The flamingo, as
the only large bird, has found itself a separate place in the map.

Further growth of the map is possible with even higher SF values, but it
would sometimes bemore advantageous and necessary to expandonly some
selected areas of interest. This hierarchical clustering process can be
continued on selected areas until the desired clarity of cluster structure is
attained. Alahakoon et al. [20] illustrate this hierarchical clustering process as
depicted in Figure 8.76, where the top right part shows a region selected from
the map shown in Figure 8.74 for further expansion. The two clusters shown
in circles in this part are expanded with an SF value of 0.6 to obtain a more
detailed view of clusters. The subgroups inside these clusters are now clearly
visible. For example, nondomestic and nonpredatory animals have all been

Bear

Wolf
Cheetah

Lion
Hare

Mole

SF = 0.6

Elephant, Goat
Calf, Antelope
Buffalo, Giraffe
Pony, Deer

Lion, Mole
Cheetah 
Hear, Wolf

Hare

Section of the GSOM of
50 animals with SF = 0.1

Flea, Gnat
Bee, Fly
Wasp, Octopus
Scorpion

Lobster

Squirrel
Gorilla

Dolphin
Seal

Clam, Slug
Worm

Carp, Herring
Pike, Piranha

The cluster of 'Land mammals'
further spread out

Pony
Goat
Calf

Antelope
Buffalo
Elephant
Giraffee, Deer

SF = 0.6

Gorilla

Seal

Dolphin

Herring
Piranha

Squirrel

The cluster of 'Fish + some
other animals'
further spread out

Carp
Pike

Clam

Worm
Slug

Figure 8.76 Mammals cluster and another cluster in Figure 8.74 spread out with
SF value of 0.6. (From Alahakoon, D., Halgamuge, S.K., and Srinivasan, B., IEEE
Transaction on Neural Networks, IEEE Press, 601 – 614, 2000. With permission.)
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mapped together due to their similarity of attributes. The predators and
domestic animals have also been separated. Even suchdetails aswhy abear, a
predatory animal, has been separated from the other predators can be
investigated; in this case, the bear is the only predator without a tail. This
distinction was possible due to the shape that GSOM attains while branching
out in the direction of data.

8.6.3 Evolving Tree

The evolving tree proposed by Pakkanen et al. [21] is another variant of
evolving SOMs designed to grow a map flexibly and reduce the effort
required to find a winning neuron, especially when the map size is
large. In this approach, neurons are arranged in a tree topology that
grows when any given branch receives a high number of input vectors.
The method is efficient because the search for the winning neuron and
its neighbors is conducted along the tree.

The basic mechanism of the evolving tree is that the map starts with one
neuron that is sensibly placed at the center of the mass of the data
distribution. This neuron is then split into a predetermined number of
neurons that become its children. Their weights are initialized to that of the
parent neuron. In this manner, a tree is created with a trunk neuron and
several leaf neurons. All subsequent operations are performed on leaf
neurons. For the next input pattern, the winning neuron is chosen randomly
from among the children neurons so that latter neurons’ weights
differentiate from each other during training. When a leaf node reaches a
splitting threshold indicated by the number of times it has become the
winner, it splits again and the tree thereby grows recursively during training.
Trunk neurons are static and their task is to maintain the connection
between leaf neurons and other trunk neurons in the tree.

The process of finding the winner in a tree is illustrated in
Figure 8.77, where every trunk node has two children. In the figure,
leaf neurons are shown as filled circles and parent neurons as empty
circles. Fundamentally, it is a top-down process where search starts with
the root neuron and then follows on to its children to find the codebook
vector that is closest to the input vector. If it is a leaf neuron, it is the
winner; if not, its children are examined in turn until the best matching
neuron is found, as shown in Figure 8.77. Thus, the tree works as a
hierarchical structure from trunk to leaves located at several levels along
its height.

After the winning neuron is found, its codebook vector is updated along
with the neighbors using the same method as that used in the regular SOM.
The neighbor strength function used is Gaussian with the width of the
Gaussian shrinking with iterations. The usual weight update formula is
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repeated in Equation 8.41:

wiðt C 1Þ Z wiðtÞC bðtÞNSðd; tÞ ½xðtÞK wiðtÞ�; ð8:41Þ

where b(t) is the learning rate at iteration t, and NS(d, t) is the neighbor
strength function for iteration t and distance d from the winner to a
neighbor. These are identical to those in regular SOM.

In addition, the frequency of hits, or the accumulated number of times a
neuron has become the winner, is updated at each iteration. The frequency
after iteration t is denoted by f (tC1), expressed as

f ðt C 1Þ Z f ðtÞC 1 ð8:42Þ

and a leaf growth or splitting of a neuron takes place if

f ðt C 1ÞOq; ð8:43Þ

where q is the splitting threshold. The parameter q controls the speed of
growth of the tree.

The neighbor strength function is the commonly used Gaussian function,
expressed as

NSðtÞ Z Exp
krcK rik

2

2s2ðtÞ

" #
; ð8:44Þ

where vectors rc and ri indicate the location of the winner c and a neighbor i
on the map grid. As before, s(t) is the width of the Gaussian distribution.
The learning rate and the width of the Gaussian are adjusted in the same
manner as in the regular SOM. However, the distance between the winning
neuron c and a neighbor i, given by krcKrik

2, is not as straightforward as in

Figure 8.77 The structure of an evolving tree. Arrows indicate the path followed
in finding the winner.
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the regular SOM where the structure is symmetric, regular, and static. In the
tree structure, the distance cannot be predefined due to the evolving nature
of the tree. Therefore, the distance in the shortest path from the winner and
a neighbor is used.

The tree is evolved such that there is a unique path between any two
neurons; therefore, it must also be the shortest distance between them. This
distance can be calculated as the number of steps that must be taken to go
from one to the other. This is illustrated in Figure 8.78, where an arrow
represents a single step which is the distance between two adjacent
neurons. The actual distance is the number of steps in the shortest path
minus one. One is subtracted because only the distance between leaf nodes
is of interest. However, the closest possible leaf nodes have a common
parent, so two steps are required to go from one leaf to another. These
closest neighbors should have a distance of 1. Therefore, one is subtracted
from the total number of steps in the shortest path to obtain the actual
distance between the winner and a neighbor. In Figure 8.78, it takes five
steps to go from neuron A to B; the tree distance between them is
therefore four.

Because the tree structure defines a unique path, it is intuitive to assume
that different branches of the tree grow to represent different areas in
the data space. Therefore, as a tree grows, the distances within a branch
become smaller than those between branches. The tree grows, freely
splitting one neuron at a time where and when necessary. This method is
more flexible than the previously discussed methods that are used to evolve
maps where some structure, either triangular, rectangular, etc., is imposed
on the evolving map.

Pakkanen and Oja [21] have applied the method for two problems with
very successful results. The first involves a picture consisting of the letters of

A

B

Figure 8.78 Finding the distance between the winner and a neighbor in an
evolving tree.

Discovering Unknown Clusters in Data with Self-Organizing Maps & 429



evolving tree in the middle of it, as shown in Figure 8.79a. Using 1000 two-
dimensional coordinate vectors in the region of the letters, a tree was
evolved to represent the expression in the image. Any leaf neuron whose
frequency counter exceeded the threshold qZ60 was split to create four
new neurons from it. The training was continued for 10 epochs, but
after the presentation of only a few hundred training patterns in the first
epoch, the tree appears to have been split several times and neurons have
found the general shape of the data cloud as shown in Figure 8.79b.
However, the representation is still crude.

Further training involves more splitting of the neurons; slowly,
individual letters start appearing, as shown in Figure 8.79c, although it has
not captured the overall appearance of the letters yet. After ten epochs, the
evolving tree has adapted so closely to the data that the original text can
be read from the position of the leaf neurons of the tree (Figure 8.79d).
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Figure 8.79 Progress in training of an evolving tree to represent data: (a) original
data distribution, (b–d) the position of leaf neurons at several stages during
training; the last figure is that obtained after ten epochs. (From Pakkanen, J.,
Iivarinen, J., and Oja, E., Neural Processing Letters, pp. 199–211, 2004. With
permission from Springer Science and Business Media.)
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The final structure is very interesting because the leaf neurons have assumed
positions along the contours of the letters and have gone to the extent that
even the dot above the letter i has been represented separately.

Pakkanen and Oja [21] have further subjected the evolving tree to a
rather complex classification task of identifying, from digital images, defects
in sheets of paper obtained from an online visual quality control system on a
paper machine. There were 14 defects, and even a professional paper maker
would find it hard to classify some defects due to subtle variations in them.
The defects were various-sized imperfections, such as slits, holes, openings,
etc. There were a total of 1308 defective gray images. Input patterns have
been extracted from images in three ways, based on color structure, edge
histogram, and texture. All three methods have been used separately to
evolve trees to classify the defects in images.

In the use of the evolving tree, two parameters must be set: the splitting
threshold q and a splitting factor indicating how many children to grow from
a parent. This is problem dependent and for this experiment with defects in
paper, q has been set to 50 and a neuron is split into three new neurons if the
splitting threshold has been reached. Tests were conducted with ten-fold
cross validation. For comparison, a regular SOM and a TS-SOM have also
been trained to classify the same images. The SOM map size was 19!9 with
a total of 171 neurons. The evolving trees ended up having approximately
240 leaf nodes, but due to the fact that the tree maintains a very efficient
search tree from trunk to leaf neurons, training of the evolving tree was
roughly ten times faster. Recall from Section 8.6 that the TS-SOM is a layered
map, where regular SOM maps are organized hierarchically with neurons in
the first layer having connections to specific neurons in the grid at the lower
level so that search for the winner follows these links. The TS-SOM had
16!16 (i.e., 256) neurons in the lowest layer, which makes it more complex
than the evolving tree. Results have revealed that, of all the methods,
evolving tree achieved the highest average classification accuracy over all
classes for the three input extraction methods. The evolving tree performs
better than the regular SOM. The TS-SOM has variable results and its overall
performance is approximately similar to the regular SOM. It is noteworthy
that the evolving tree has had much superior classification accuracy for the
two most difficult to classify defects, which is desirable where good
representation of difficult regions is required.

8.7 Summary

In this chapter, a comprehensive introduction to SOMs is presented.
Starting with competitive learning, the operation of competitive networks
is introduced with examples of one-dimensional networks. This leads to
one- and two-dimensional SOMs, where a neighbor feature is incorpor-
ated for preservation of spatial organization of the input data in the map.
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The formation of two-dimensional SOMs is illustrated extensively using a
well-known example. The topics include map training, quality of
representation of input data by a map, projecting input data onto a
trained map for retrieval of input data, distribution of codebook vectors
with respect to the original data distribution, classification with maps, as
well as grouping the neurons in a trained map into the most likely
number of clusters and the resulting classification accuracy. Evolving
SOMs are introduced as an extension to regular SOMs with the intention
of evolving a map to the desired size and complexity rather than using a
fixed map grid. Several approaches to evolving maps are presented
with examples.

Problems

1. The two-dimensional vectors x, w1 and w2 are given by

x Z ½0:2 K 1:4�

w1 Z ½0:6 K 4:0�

w2 Z ½0:1 K 1:0�

(a) Normalize the input and codebook vectors so that they have a
unit length.

(b) Find the codebook vector the x is closest to in terms of
Euclidean distance.

(c) Update the weight of the winner using self-organizing learning
algorithm with a learning rate of 0.5.

(d) Update the codebook vector of the neighbor with a neighbor
strength that is half of the winner.

2. Repeat Problem 1 with original vectors but this time using the
activation of neurons, which is the dot product giving weighted sum
of inputs, to find the winner.

3. Two extra inputs and a codebook vector are added to the vectors in
Problem 1 to get

x1 Z ½0:2 K 1:4�

x2 Z ½0:4 0:9�

x3 Z ½0:5 K 3:2�

w1 Z ½0:6 K 4:0�

w2 Z ½0:1 K 1:0�

w3 Z ½0:5 0:8�

(a) Find the winning codebook vector using Euclidean distance for
all input vectors and update weights with a learning rate of 0.1.
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For each input vector, update the weights of the neighbors
using a neighborhood size of 1 and neighbor strength of 0.5 of
the winner.

(b) Repeat the training for another epoch and plot the input and
weight vectors to check if the network indicates topology
preservation.

4. Group the following input vectors into two clusters using self-
organizing learning method.

½1; 1; 0; 0�; ½0; 0; 0; 1�; ½1; 0; 0; 0�; ½0; 0; 1; 1�

Initial learning rate b(0)Z0.6:

bðt C 1Þ Z 0:5 bðtÞ;

Neighborhood size is 0. Assume random initial codebook vectors.
5. The learning rate decay formula for an SOM during the first 1000

iterations is given by

bðtÞ Z 0:2ðtK 1=1000Þ:

where t is the iteration. How many iterations will it take for the
learning rate to decay to 0.01?

6. The learning rate decay formula for an SOM during the first 1000
iterations is given by an exponential formula

b Z 0:5 Exp Kt=300½ �:

where t is the iteration. How many iterations are required for the
learning rate to decay to 0.01?

7. If a square neighborhood geometry is used in training an SOM, how
many neighbor neurons will be updated if the radius is 1? How
many will be updated if the radius is 2?

8. Answer Problem 7 if the neighborhood geometry is hexagonal.
9. Explain the purpose of the initial ordering phase in SOM training.

10. Explain the purpose of shrinking neighborhood size and learning
rate decay with iterations.

11. In Section 8.5.2.2 of the chapter, it was demonstrated that the map
orientates in the major direction of data. Explain what makes
this happen.

12. Explain three methods for initialization of the map. Discuss the
advantages and disadvantages of each.

13. How can input data be mapped onto a trained map? What is the
outcome of such mapping?

14. How can the quality of input mapping onto a trained SOM be
measured?

15. What is U-matrix and what does it tell about cluster structures?
16. Explain distortion measure of a map and how it can be useful in

assessing the adequacy of a trained map.
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17. What further operations must to be performed after training a map if
the objective is classification of inputs? What can be said about the
quality of such classification based on trained maps?

18. Discuss how a trained SOM can be validated. What is the objective
of map validation?

19. What are the advantages of evolving SOMs over regular fixed grid
maps? In what way are evolving maps useful?

20. What fundamental concepts drive evolving SOMs?
21. On a dataset of choice, train an SOM and perform as many

operations illustrated in the chapter as possible. Draw as many
conclusions and gain as much insight as possible about the cluster
structures on the map.
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Chapter 9

Neural Networks for
Time-Series Forecasting

9.1 Introduction and Overview

Forecasting future events is an important task in many practical situations.
These situations may include the forecasting of river inflow; temperature,
rainfall or weather; electricity load or energy; economic, stock market or
currency exchange rate; and numerous other scenarios in which future
events need to be predicted based on available current and past
information. In general, this involves a series of event outcomes that are
related or correlated, and correlation dynamics are used to predict the next
one or several outcomes in the series. Many cases involve a time-series
consisting of the observations of an event over a period of time, and require
a prediction of the event for a particular time (hour, day, month), based on
the outcome of the same event for some past instances of time. Time-series
forecasting is an important area of forecasting in which past observations
are analyzed to develop a model describing the underlying relationship in a
sequence of event outcomes. The model is then used to forecast future
events that have not yet been observed (Figure 9.1).

A time-series can be either linear or nonlinear as shown in Figure 9.1.
In a linear time-series, the next outcome is linearly related to the
current outcome (Figure 9.1a and Figure 9.1b). In contrast, in a nonlinear
time-series, the next outcome has a nonlinear relationship to the current
outcome (Figure 9.1c and Figure 9.1d). A main feature of any time-series is
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autocorrelation, which is simply the correlation of the value of the
observation at a particular time with observations at previous instances in
time. In general, the autocorrelation is higher for events in the immediate
past and decreases for observations in the distant past. The number of steps
that are significantly related are known as lags, and for a time-series, these
steps are called time lags. If only the immediate past event has a significant
relation to the next observation, time lag is one, and so on. Depending on
the problem, the related time lags can all be past observations from the
current time to a specific time in the past, or they can be some intermittent
past observations between a current and past instance of time. For example,
for the forecasting of the daily inflow into a river in a catchment, the inflow
of the past ten days may be significant, depending on the characteristics of
the catchment. For accurate forecasting, it is essential to capture this
dynamic autocorrelation. This is called temporal forecasting, in which only
the past observations of a variable are used to forecast its future state; such
models are called temporal models.

It can be intuitively expected that the effects of the past outcomes are
captured in the current observation of a variable, and that therefore, the
current observation should be a good predictor of future observations.
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Figure 9.1 Some example time-series: (a) synthetic linear time-series, (b) real
linear time-series of flow into a river, (c) synthetic nonlinear time-series, and
(d) real nonlinear time-series of minimum temperature variation in a river
catchment.
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However, in practice, it is known that time lags improve forecasting
accuracy.

A spatio-temporal model incorporates not only time lags of the variable
whose future observations are of interest but also other influencing
variables, and possibly their lags. For example, temperature can have a
direct influence on the energy requirement of a building and therefore
incorporating time lags of temperature, along with the current energy
requirement and possibly its lags, can improve the accuracy of energy-
demand forecasting. This is because the model can extract information from
the extra variables that is not embedded in the current observation and
the lags of the variable of interest. In other words, the total influence of the
significant variables may not be completely represented in the current
observation or lags of a variable and therefore, additional variables must
be used in some cases to capture the underlying dynamics of the series.
Spatio-temporal models are required for these situations.

This chapter presents an extensive treatment of the use of neural
networks for time-series forecasting, with examples and case studies. It
covers linear and nonlinear models for time-series forecasting, long-term
forecasting with neural networks, in-depth analysis of model error, and
input selection for time-series forecasting. The chapter begins with an
introduction to forecasting with linear neuron models and presents an
example to demonstrate its short-term and long-term forecasting ability
in Section 9.2.1.

Section 9.3 introduces nonlinear networks for time-series forecasting.
These networks are modified backpropagation using short-term memory
filters represented by input lags (focused time-lagged feedforward
networks) and recurrent networks with feedback loops that capture
long-term memory dynamics of a time-series and embed it in the network
structure itself. Three practical examples (regulating the temperature in a
furnace, forecasting the inflow into a river, and forecasting the levels of
air pollution) are solved to illustrate modified backpropagation and its
ability to perform short-term and long-term forecasting in Section 9.3.2 and
Section 9.3.3. As an alternative, generalized neuron models are presented
in detail with an application case study involving electricity demand
forecasting in Section 9.6.

Recurrent networks are formally treated in Section 9.7. This includes a
detailed presentation of three types of recurrent networks: Elman, Jordan,
and fully recurrent networks (Section 9.7.1 through Section 9.7.3). In Elman
networks, the hidden layer activation is fed back as input at the next time step;
in Jordan networks, the output is fed back as the input. In fully recurrent
networks, both hidden neuron activation as well as the output are fed back to
themselves in the next time step. These sections show how the networks
encapsulate long-term memory of a time-series and how they are trained. For
each recurrent network type, examples and case studies are presented;
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these range from stream flow to rainfall runoff to energy and temperature
forecasting in various applied situations. These examples highlight the
advantages of these networks in terms of short-term and long-term
forecasting accuracy, and compare them with feedforward networks.

The bias and variance issues still apply to time-series models, and
Section 9.8 treats the decomposition of error into bias and variance
components, using Monte Carlo simulations to assess the contribution of
each to model error with respect to number of inputs and hidden neurons in
focused time-lagged feedforward networks. This decomposition helps
identify which component of error the researcher must pay attention to in
improving models for the best generalization. Accuracy of long-term
forecasting nevertheless degrades with the forecast horizon. Section 9.9
presents an approach to improve long-term forecasting with neural
networks, using multiple neural networks that form a combined set of
sub-models with shorter prediction horizons. A practical case study
involving hourly gas flow rate prediction is presented in Section 9.9.1 to
highlight the advantage of such models.

In the last section, the topic of input selection for neural networks for
time-series forecasting is treated, with an example and a practical application
case study (Section 9.10). Two methods are used to illustrate the selection
of inputs from nonlinearly correlated data. The first method is Partial
Mutual Information (PMI) in conjunction with Generalized Regression
Neural Networks (GRNNs) (Section 9.10.1.1 and Section 9.10.1.2); the
second method uses a self-organization map in conjunction with genetic
algorithms and GRNNs (Section 9.10.1.3 and Section 9.10.1.4). These
methods are applied to synthetic data and a river salinity problem, and
their performance is compared with respect to the adequacy of the inputs
selected and forecasting accuracy.

9.2 Linear Forecasting of Time-Series with
Statistical and Neural Network Models

There is a large amount of literature dealing with linear statistical models
that have been widely used for linear time-series forecasting [1]. In a linear
time-series, the next observation is linearly related to the past obser-
vation(s). For example, a simple linear time-series can be expressed as

yt Z a0 C a1 ytK1 C 3t ð9:1Þ

where yt is the observation at time t and ytK1 is that at time tK1. The
coefficients a0 and a1 are constant model parameters, with a0 indicating
the intercept and a1 indicating the strength of the relationship between
the current and next observation. The last component, 3t, is the error
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component at time t and is assumed to be from an independent and
identically normal distribution (i.i.d.) with zero mean and a variance of s2.
The coefficients are determined from the linear Least Square Error (LSE)
estimation used in regression analysis. By incorporating lags for the variable
and the error, Autoregressive Integrated Moving Average (ARIMA) models
and their variants can be constructed. A general form of an ARIMA model
assumes that the underlying process that generates a time-series has the form:

yt Z a0 C a1 ytK1 C a2 ytK2 C . C ap ytKp C 3t

K b13tK1Kb2 3tK2K .K bq 3tKq ð9:2Þ

where ytK1,.,ytKp, are past observations of the variables up to p lags and
3tK1,.,3tKq are q lags of the error. The coefficients a0, a1,.,ap and b1,.,bq

are model parameters that are determined using linear LSE estimation.
The (p, q) is the order of the ARIMA model. The central task of the ARIMA
model building process is to first determine the appropriate model order
(p, q). Then the parameters are estimated using LSE. ARIMA is a family of
models, and Equation 9.2 encompasses several special cases of ARIMA
models [1]. For example, when qZ0, the equation becomes an Auto-
regressive (AR) model of order p. When pZ0, the model reduces to a Moving
Average (MA) model of order q.

The neural equivalent of a linear model for time-series forecasting is
the linear neuron presented in Chapter 2. For example, Figure 9.2 illustrates
a linear neuron with p lags of the variable z, and this neuron, trained using
delta rule, is an AR model of order p. The weights a0,.,ap are the model
parameters estimated from delta rule. When q error lags are incorporated as
inputs, the linear neuron represents Equation 9.2. As with ARIMA, the model
order (p, q) must be estimated prior to estimating the weights of a linear
neuron using delta rule. The trained linear neuron can predict the value of
the next observation zt, and its predictions must be identical to those from
ARIMA because the LSE is identical to delta rule as presented in Chapter 2.

∑
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Figure 9.2 Linear neuron (AR) model for linear time-series forecasting.
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The central theme of the above ARIMA, AR, and MA models is that they
are linear models. They have been used successfully in many situations
where there is a strong linear relationship between the current and next
outcome [1,2]. However, when there is a strong nonlinear relationship, the
forecasting accuracy can be severely affected because the linear models
cannot capture nonlinear trends in the data. The traditional linear models
are not adequate in such cases, and neural networks can be very useful in
extending the capabilities of the linear models.

9.2.1 Example Case Study: Regulating Temperature
of a Furnace

A small example will be used to understand the concepts of linear time-
series processing. In this example, the temperature of an electric furnace
must be accurately monitored. The temperature is maintained at the desired
level by adjusting the electric current to the furnace. The data for this
exercise was sourced from Neural Connectione, a neural networks software
program [3]. The database consists of 503 current and temperature
measurements made at regular time intervals of one minute. The current
and temperature variation with time is presented in Figure 9.3, which shows
that the current has been increased in steps and that the temperature has
responded accordingly. The last part of the data, from 250 minutes onwards,
has been specially created to test the forecasting model on unseen data.

The task of the model is to predict the temperature at the next time
step. It can be seen that temperature is strongly related to the current.
When the current increases or decreases, the temperature increases or
decreases accordingly; when the current oscillates, the temperature
oscillates as well. It can also be seen that there is a strong linear
relationship between the temperature and its previous value, as shown in
Figure 9.4. Points that are far from the line correspond to jumps in the
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Figure 9.3 Current and temperature variation of the furnace with time.
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current. The linear relationship indicates that a linear forecasting model
should produce accurate forecasts of temperature.

Although it is possible to perform various preprocessing with the input
data, this example will demonstrate the model behavior using raw data.
The example will use temperature and current as inputs (two time lags
each), and develop a linear neural network model with these four inputs.
This model contains no hidden neurons and the four inputs are fed
into a linear output neuron, as shown in Figure 9.5. The T and C denote
temperature and current, a0 is the bias weight, a1 and a2 are the weights
associated with lagged temperature, and a3 and a4 are the weights
associated with the lagged current. This model is a neural equivalent of an
autoregressive with external variables (ARx) model. To use the four inputs,
the data must be organized such that the previous temperature and current
are in the same row as the present temperature and current. The output is
the next temperature.
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Figure 9.5 Autoregressive linear neuron model with external input (ARx) for
forecasting temperature.
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Figure 9.4 Relationship of the temperature to its value at the previous step.
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This linear model is expressed by

TtC1 Z a0 C a1Tt C a2TtK1 C a3Ct C a4CtK1 ð9:3Þ

and the objective is to find the unknown coefficients. The model can be
easily trained with least-squares error estimation using delta rule. The first
200 data points were used to train the network and the rest of the dataset
was divided into two sets, one ranging from 200 to 250 min and the other
from 251 to 500 min. The first set is similar in character to the training data
and the second set is dissimilar in that the current oscillates rapidly. The
model performance on the first test set is shown in Figure 9.6a, which
shows that the model output closely follows the true data with a root
means square error (RMSE) of 0.0217. For the second set, the model
forecasts are still very accurate, but have a higher RMSE of 0.0685, which is
three times as large as that for the first set (Figure 9.6b).

9.2.1.1 Multistep-Ahead Linear Forecasting

In the previous analysis, the temperature was predicted one time step in
advance. Now it is possible to see whether the model is able to do more than
one-time-step-ahead forecasting, or multistep-ahead forecasting. In this
case, the actual temperature is not available as an input at future time steps,
so in forecasting mode, the predicted temperature has to be used as input. In
practice, the true future values of other external inputs are also not available
and therefore they must also be estimated before using a model for
multistep forecasting. This example, however, will use the true electric
current data in the database for the estimates. Figure 9.7 shows the model
performance for two-step, three-step, ten-step, and complete multistep
forecasting for the first test set. In two-step forecasting, for example, the
predicted output in the last step is used as input for forecasting the next step.
In ten-step-ahead forecasting, the previously predicted outputs are
recursively used nine times. In complete forecasting, predicted output is
used throughout.
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Figure 9.6 Linear neural ARx model performance on test data for single-step
ahead forecasting: (a) the first test set, which is similar to the training data, and
(b) the second test set with rapid oscillations of current and temperature.
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Figure 9.7 shows that the forecasting ability deteriorates as the prediction
horizon increases, as indicated by the increasing RMSE with the length of
the prediction horizon. This is partly due to the compounding effects of
the errors in the predicted output that are then used as input.

The long-term forecasting accuracy of the model on the second, more
variable dataset is shown in Figure 9.8 for 10- and 50-step-ahead forecasting.
Comparison of Figure 9.7 and Figure 9.8 reveals that the accuracy on the
second test set is lower than that on the first test. This is due to the fact that
the second test set is more variable than the training data, and also the fact
that it is far from the training data on the time scale.

In order to see if it is better to use the whole dataset in forecasting for the
last 250 hours, the single- and multistep-ahead forecasting for the whole
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Figure 9.7 Multistep-ahead forecasting performance with linear neural ARx
model on the first test set; top two figures from left to right are for two-step-ahead
and three-step-ahead forecasting and the bottom two from left to right are for
ten-step and complete (50-step) forecasting.
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Figure 9.8 Multistep-ahead forecasting for the second, more variable, set of test
data. (a) ten-step and (b) 50-step-ahead forecasting.
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dataset is given in Figure 9.9. It shows that when the whole time-series is used
in forecasting mode, the long-term forecasts for the last 250 hours improve
considerably, as indicated by the lower RMSE in this figure compared to the
long-term forecasting error for the second test set shown in Figure 9.8.
Accuracy now is similar to that from the first test set shown in Figure 9.7.

9.3 Neural Networks for Nonlinear Time-Series
Forecasting

A recurrent theme throughout the book has been that the power of neural
networks lies in their ability to capture nonlinear relationships inherent in
data. Whereas linear models depict a linear relationship between the current
and next observations, neural networks portray a nonlinear relationship
between the two. This can be described as

yt Z f ð ytK1; ytK2;.ytKpÞC 3t ð9:4Þ

where f ( ytK1,.,ytKp) is the nonlinear function that maps a series of past
observations nonlinearly to the next outcome. This function is the neural
network model. The last component in Equation 9.4 is the error, which is
expected to be a random variable with a mean of zero and variance s2.

9.3.1 Focused Time-Lagged and Dynamically Driven
Recurrent Networks

Several network configurations that capture temporal aspects of inputs
have been proposed [4]. Two types of neural network models that have
been successfully used for various time-series forecasting tasks are focused
time-lagged feedforward networks and dynamically-driven recurrent
(feedback) networks. Both are based on the feedforward, multilayer
networks presented in Chapter 3 and Chapter 4. Figure 9.10 presents a
schematic diagram of the focused time-lagged feedforward network, in
which the time is embedded externally using a short-term memory filter
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Figure 9.9 Single- and multistep-ahead forecasting using the entire dataset:
(a) single-step and (b) complete (250-step) forecasting.
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that acts as input to a static feedforward network such as Multi-Layer
Perceptron (MLP) [4]. The short-term memory filter basically incorporates
time lags. Thus a short-term history of the time-series is presented as inputs
to a static network.

The concept of a recurrent network is entirely different from that of a
focused time-lagged network. It attempts to incrementally build the auto-
correlation structure of a series into the model internally, using feedback
connections relying solely on the current values of the input(s) provided
externally [4–6]. The idea behind such networks is that a network should
learn the dynamics of the series over time from the present state of the
series, which is continuously fed into it, and that the network should then
use this memory when forecasting.

Figure 9.11 presents three generic, dynamically-driven recurrent
networks. The first network, in which the network output is fed back
through the feedback connections into the input layer with one unit time
delay, is called an input–output recurrent model, and represents a nonlinear
autoregressive (NAR) model. In this model, the forecast output is fed back
into the network as input at the next time step. When the network is based
solely on the current state of the variable for which a forecast is made, the
external input is only the current state of the variable. During use of this
model, the network recursively uses its own output as input for the length of
time for which a forecast is necessary. When other relevant external inputs
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Figure 9.10 Focused time-lagged (short-term memory) feedforward network.
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Figure 9.11 Recurrent networks for time-series forecasting: (a) input–output
recurrent network NARx model, (b) input–output error recurrent network
(NARIMAx model), and (c) fully recurrent network.
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are presented to the network in addition to those fed back from the output
layer, this is called a nonlinear autoregressive with exogenous inputs
(NARx) model. When the error at each time step (target-predicted) is also
fed back to be used as an input at the next time step in addition to the
output, this yields a nonlinear autoregressive moving average with
exogenous inputs (NARIMAx) model, as shown in Figure 9.11b.

The third model (Figure 9.11c) shows another generic recurrent network
in which the outputs from both the hidden layer and the output layer are fed
back through the feedback connections into the input and hidden layers,
respectively, with one unit time delay [4–6]. These hidden and output layer
outputs, which are fed back in time step t, become input for the respective
layers at time step tC1. This creates a network of feedforward and feedback
connections, which hold the long-term memory of the network. In this way,
a network is able to capture and embed long-term memory dynamics
into its internal structure. For a given current observation of a variable, a
recurrent network uses its built-in, long-term memory to predict the next
outcome, which is expected to be accurate and reliable. Several variants of
this recurrent network structure have been used successfully in practical
applications, as will be examined in detail later.

In contrast with static linear or nonlinear ARIMA, AR, and MA models that
use a specific number of lags as input, a recurrent network builds into its
structure all past time lags in forecasting; however, the more recent lags have
a larger influence than do the distant lags. Thus the network itself finds the
lag structure for the problem during learning from the autocorrelated data.
These aspects will be treated in depth throughout this chapter. Now the
properties of the two broad types of network for nonlinear time-series
forecasting—focused time-lagged networks and recurrent networks—will
be explored in more detail.

9.3.1.1 Focused Time-Lagged Feedforward Networks

Conceptually, this is an easy model to understand, because its structure is that
of the feedforward network presented in detail in Chapter 3 and Chapter 4.
The difference is that the inputs to the network are the lags of the variable to
be forecast. In focused time-lagged (or time-lagged) networks, input
variables presented to a feedforward network, such as an MLP, at time t are
fed again with unit time delay at the next time step. This is repeated
recursively up to the required lag length. In thismanner, a short-term memory
of autocorrelation structure is built into the network by externally feeding
inputs as lags. Thus, in time-lagged networks, a model of the form depicted in
Equation 9.4 is sought. The network is called focused time-lagged because
the entire memory structure is located at the input end of a neuron, as shown
in Figure 9.12. The neuron receives lagged inputs and embeds that memory
structure into its own weights. Thus the neuron acts as a filter of short-term
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responseof the variable. The f ($) represents thenonlinear function that filters
the short-term memory to produce an accurate forecast zt.

Figure 9.13 shows a focused time-lagged feedforward neural network
consisting of neurons that act as short-term memory filters. Each input feeds
the network with one time unit delay and the network sees the same inputs
a number of times equal to their lag length. Thus, an input vector consists
of the p chosen lags of the variable (ztK1,.,ztKp), and the output is the
outcome of the same variable at time t (zt). Because this model has short-
term memory extending to the length of the lags, it is capable of temporal
processing. Basically, this is forcing a short-term memory (represented by
lags) into a network that is inherently static Recall that the feedforward
networks are used for static mapping of inputs to an output(s).

Because time is integrated externally in time-lagged networks, these
networks are essentially static and therefore can be modeled using the
methods discussed in Chapter 4; similar criteria and issues that are relevant
to feedforward networks apply to these models. However, inputs must be
applied sequentially, as opposed to the random presentation that is
commonly used with feedforward networks, because of the unit time delay
input representation, which maintains the correlation of the lagged inputs.
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Figure 9.12 Focused time-lagged neuron (short-term memory filter).
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Figure 9.13 Focused time-lagged (short-term memory) network.
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Usually lags are selected using the correlation of an observation for a
variable to its previous values and selecting the lags that show a significant
correlation with the current observation.

9.3.1.2 Spatio-Temporal Time-Lagged Networks

In some situations, the response of a time-series is affected by one or
more time-series. Accurate forecasting of such interaction requires the
incorporation of memory dynamics of each of the time-series. For example,
the energy requirement of a building on a particular day is correlated with
that of previous time steps, as well as the temperature over the past several
days. Inflows into a river may depend on past rainfall and temperature,
which affects the forecasting accuracy. To incorporate such interacting time-
series effects, a network that distributes the memory across itself is required.
Spatio-temporal time-lagged networks implement this task by filtering short-
term memory response for each spatial dimension. Such a neuron is
depicted in Figure 9.14.

The neuron in Figure 9.14 receives time delay inputs of various orders
(leg length) from several inputs. In time-series forecasting, one of these
input variables is the variable to be forecast. The other variables are
those that influence forecast accuracy. The neuron m receives filtered
short-term memory of several variables via the corresponding weights ami.
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Figure 9.14 Multi-input time-lagged neuron (or spatio-temporal memory filter).
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The short-term memory of one variable is embedded in the weighted sum of
the time lags smi(t). This weighted sum for input one, for example, is

sm1ðtÞ Z
Xp

lZ1

am1ðlÞztKl ð9:5Þ

where am1(l ) is the weight from input one with lag l to neuron m and ztKl

is the input corresponding to lag l with l extending from 1 to p, the order of
the short-term memory. The total weight vector am1 and the input vector of
input one are

am1 Z ½am1ð1Þ;am1ð2Þ;.;am1ðpÞ�

z Z ½ztK1;ztK2;.; ztKp�
ð9:6Þ

The other inputs can have a different order or lag length and therefore
can have a different number of inputs and weights. When all the sums
are calculated for n input variables, there are n weighted sums, sm1(t),
sm2(t), ., smn(t). The neuron m simply sums these to get the total weighted
sum of short-term responses for time t, Sm(t), for that neuron as

SmðtÞ Z
Xn

iZ1

smiðtÞ ð9:7Þ

The total weighted sum is processed nonlinearly, using a selected
nonlinear transfer function. Once trained, the neuron embeds the temporal
dynamics of a several nonlinearly interacting time-series in its weights.

Now this whole multi-input time-lagged neuron structure can be nicely
embedded in a feedforward network, aptly called a spatio-temporal
time-lagged network, as shown in Figure 9.15. This model has spatio-
temporal modeling capabilities, owing to the incorporation of spatial
dimension (several variables) and temporal dimension (time lags). It
captures the nonlinear spatio-temporal dynamics of the time-series. The
nonlinear response comes from the nonlinear processing in the hidden
neurons. Because the structure of the network is similar to a static
feedforward network, the methods described in Chapter 3 and Chapter 4
can be used to train multi-input time-lagged networks; consequently,
no further discussion of training is included here.

The spatio-temporal time-lagged network can be thought of as
a nonlinear extension of an AR model with exogenous input variables,
called a NARx model. The input vector for a time step now has the
required lags for the desired variable, as well as the lags for the extra
inputs. For the next time step, the first lag of each input variable is
replaced by the actual values of the input variables, the other lag values
are pushed one step down, and the last lag is eliminated. This process is
repeated at each time step. Therefore, the database must be organized in
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such a way that all the required lags for the input variables for each time
step are available in a single row, representing one input vector in the
database. The corresponding output for the next time step must be
associated with each input vector. Once this is done, the input vectors
are presented sequentially, as opposed to randomly, and the weights are
updated in batch or example-by-example mode. Usually testing for
generalization behavior and adequacy of training is performed on a part
of the series adjacent to the training series to eliminate overfitting.
Another part of the series is used to validate the model by testing its
predictions on unseen data. Many aspects of validation will be discussed
throughout this chapter.

For ARIMA and related models, the selection of input variables and
relevant lags has been an active area of research [1,29]. These issues apply
to time-delay neural networks as well because a neural network model can
be more accurate if only the essential inputs are fed to the network, as
described in Chapter 5. This results in a network with simpler configura-
tions and a smaller number of inputs and neurons and therefore a smaller
number of connection weights. The issue of input selection will be
revisited in a separate section.

9.3.2 Example: Spatio-Temporal Time-Lagged
Network—Regulating Temperature in a Furnace

Recall the problem involving the regulation of the temperature in an electric
furnace originally presented in Section 9.2.1. The required temperature
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Figure 9.15 Multi-input time-lagged neural network with distributed short-term
memory for spatio-temporal processing (NARx model).
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profile is obtained by controlling the electrical current; these profiles are
shown in Figure 9.3. In Section 9.2.1, a linear neuron model with external
inputs (ARx) was used; here, a NARx will be utilized. Although the problem
is fairly linear with respect to temperature, the step changes in current
introduce oscillations in temperature that makes it deviate from the straight
line, as shown in Figure 9.4. It will be shown how a nonlinear model
addresses the same problem. Here again, the network uses four inputs: the
lags of temperature and current. The output is the temperature at the next
time step. There are now hidden neurons; it will be assumed there are three
neurons with sigmoid activation functions and one linear output neuron.
The Levenberg–Marquardt (LM) method, an efficient second order learning
method discussed in Chapter 4, will be used.

The network configuration is shown in Figure 9.16. The same training,
test, and validation datasets previously used in the linear analysis are used
here as well. Specifically, the first 200 data points were used to train the
network and the rest of the dataset was divided into two sets, one ranging
from 200 to 250 minutes and the other from 251 to 500 minutes. The first
set is similar in character to the training data and the second set is dissimilar
in that the current oscillates rapidly. The first test set is used to halt training,
using a stopped search method (early stopping) when the error on the test
increases. This approach is discussed in detail in Chapter 6. The second set
is used for validating the model by testing it on independent data not
previously seen by the network.

The training performance is shown in Figure 9.17, which indicates that
the best model for good generalization is obtained at epoch four. Test set
one, which is adjacent to the training data, is used to obtain the model with
the best generalization, as indicated by the dashed line in the figure. Here,
iteration and epoch have the same meaning, namely one pass of the whole
training dataset.
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Figure 9.16 Nonlinear autoregressive neural network model with external inputs
(NARx) for regulating furnace temperature.
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9.3.2.1 Single-Step Forecasting with Neural NARx Model

The one-step-ahead forecasting ability of the nonlinear neural network
is shown in Figure 9.18 for the two test sets. Recall that test set one is the
closest to the training data and is used to prevent overfitting during training
(dashed line in Figure 9.17); test set two is an independent test dataset for
assessing generalization ability of the model. The RMSE on test set one is
0.01247 and prediction and target data for this set are plotted in Figure 9.18a.
The RMSE on the same data for the linear model was 0.0217. This shows that
the nonlinear model is superior to the linear model with a 42 percent
reduction in error compared to the linear model. This can also be
ascertained from the comparison of Figure 9.18a with Figure 9.6a. Note
that in the linear model, test set one is used as an independent test set
because it is not used at all during training because overfitting is not an issue
with the linear model. However, in the nonlinear network, it is used
intermittently to monitor the onset of overfitting, so it is not an entirely
independent test set. For the second test set, the linear model that had RMSE
of 0.068 outperforms the nonlinear model with RMSE of 0.077 by about
13 percent. This test is an independent validation set for both cases.

0 5 10 15 20 25
Iterations

0.05

0.10

0.15

0.20

0.25
RMSE

Figure 9.17 Training performance of the Neural NARx model. Solid line indicates
error on training data and dashed line indicates error on test data set 1 (validation
data).

(a) (b)200 210 220 230 240 250

6.7
6.8
6.9

7
7.1

Output signal: 1RMSE: 0.0124731

Forecast

True
Forecast

True

250 300 350 400 450 500

6.8

7

7.2

7.4

Output signal: 1RMSE: 0.0773086

Figure 9.18 Nonlinear neural model (NARx) performance in single-step-ahead
forecasting: (a) test set 1 (validation data) adjacent to training data and (b) test set
2 with rapid oscillations of current and temperature.
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9.3.2.2 Multistep Forecasting with Neural NARx Model

The multistep-ahead forecasting ability of the nonlinear network for two-
step, three-step, ten-step, and complete forecasting for test set one is shown
in Figure 9.19. The figure shows that the ability of the nonlinear model in
multistep forecasting is far superior to that of the linear model. (Refer to
Figure 9.7 for the same results for the linear model.) The deterioration of
the forecast with an increasing prediction horizon is greatly reduced in the
nonlinear model, indicating that individual predictions are more accurate
and lead to a more robust model.

The performance of the nonlinear network for multistep forecasting
with test dataset two (validation set) is shown in Figure 9.20 for 10-step and
50-step (complete) ahead forecasting. This reveals interesting features of the
nonlinear model. Although the single-step forecast is slightly inferior to that
of the linear model, as discussed previously, both the 10-step and the 50-
step-ahead forecasts are much better than those for the linear model (see the
equivalent results for the linear model in Figure 9.8). A comparison of the
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Figure 9.19 Multistep forecasting with neural NARx model on test set 1:
(a) two-step, (b) three-step, (c) ten-step and (d) complete (50-step) forecasting.
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Figure 9.20 Multistep-ahead forecasting of neural NARx with the test dataset 2:
(a) ten-step-ahead and (b) complete 50-step-ahead forecasting.
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errors for the two models indicates that the nonlinear model error is
13 percent and 28 percent lower for the 10-step- and 50-step-ahead
forecasts, respectively, than those for the linear model. What is evident is the
increase in the resilience of the nonlinear network, especially when the
forecast horizon increases, even when the variation of the inputs is more
rapid and different to training data as is the case with the second test set. This
superior performance is compatible with that observed for test set one
shown previously in Figure 9.19.

Is it better to use the whole dataset when forecasts are made with the
network? Figure 9.21 presents the single-step and 250-steps ahead fore-
casting performance of the nonlinear network when the whole dataset is
used from the beginning but prediction errors are calculated for the actual
forecasting period of the last 250 minutes. The RMSE for the single-step and
250-steps ahead forecasts are 0.055 and 0.121, respectively, as indicated on
the top of the figures. These values for the second test dataset alone are
0.077 and 0.167, respectively (see Figure 9.18b and Figure 9.20b). The
comparison indicates a 28 percent reduction in RMSE for each of the
forecasts. For the linear model, these improvements are 27 percent
and 23 percent, respectively, for the one-step and multistep-ahead forecasts.
Thus, as for the linear model presented in Figure 9.9, both the short-term
and the long-term forecasting ability of the nonlinear network improve
when the whole dataset is used when making forecasts, as opposed to
starting afresh with an unseen set of test data.

How do the linear and nonlinear models compare when the whole
dataset is used for forecasting? As shown earlier in Figure 9.9, the RMSE for
the linear model for 1-step- and 250-step-ahead forecasting with the whole
dataset are 0.0502 and 0.18, respectively. These values for the nonlinear
network are 0.055 and 0.121, respectively, as shown in Figure 9.21.
Although the single-step forecast error of the nonlinear model is 9 percent
higher, the 250-step-ahead forecast error is 18 percent lower than that for
the linear model. This improvement is significant because accurate
extended forecasts are very important for many practical forecasting tasks.
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Figure 9.21 Single- and multistep forecasting of neural NARx model with
the whole dataset: (a) single step-ahead forecasting and (b) complete (250-step)
ahead forecasting.
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In summary, linear and nonlinear autoregressive neural networks were
used for forecasting temperature variation in a furnace. It was found that
the forecasting ability of the nonlinear network is superior to that of the linear
model, especially in long-term forecasting. This idea was tested on two
datasets: One with similar characteristics to those of the training data and
another with very different characteristics. On the first set of test data, the
nonlinear model outperforms the linear model in all aspects. The single-step
forecast using data with different characteristics (test set two) from that of the
training data was slightly inferior for the nonlinear model, but the multistep-
ahead forecasting was superior to that performed by the linear model. For
both models, the use of the entire dataset provided a considerable
improvement of short-term forecasting accuracy (about 28 percent) as well
as long-term accuracy. The improvement of the latter is greater for the
nonlinear model (28 percent vs. 23 percent for the linear model).

9.3.3 Case Study: River Flow Forecasting

River flow forecasting is essential for planning and management of water
resources for electricity generation, irrigation, recreation, and so on. This
example is going to forecast flows into a river. The daily data has been
collected for ten years for a river in New Zealand; the data consists of year,
month, day, precipitation (mm), minimum temperature (8C), maximum
temperature (8C) and river flow (cubic meters/second). The flow into the
river is a dynamic time-series, as shown in Figure 9.22.

The relationship of the current flow to the previous day’s flow is
presented in Figure 9.23, which shows some linear association but indicates
a highly variable and noisy relationship, especially for high flows.

A precipitation scenario in the river catchment is presented in Figure 9.24.
There is high daily variation in precipitation, as shown in Figure 9.24a.
Most precipitation in the river catchment during the winter months
(especially in June and July) falls as snow and therefore does not contribute
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Figure 9.22 River flow from 1960 to 1963: (a) daily flow and (b) monthly flow.
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significantly to the river flow, as indicated in Figure 9.24b. Flow during the
hotter months is higher, which is partially attributed to the snowmelt during
these months.

The temperature variation in the river region has definite cyclic behavior.
This is illustrated for the minimum temperature in Figure 9.25. The daily
temperature variation is a nonlinear time-series with yearly cycles
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Figure 9.23 Relationship of current flow to previous day’s flow.
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Figure 9.24 Precipitation from 1960 to 1963: (a) daily precipitation and
(b) monthly precipitation.
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(Figure 9.25a) and within a year, seasonal variations can be seen
(Figure 9.25b). A similar plot with higher values was observed for the
maximum temperature.

Intuitively, precipitation should be highly correlated with flow. The
correlation of flow to the previous day’s precipitation was 0.36. Moving
averages of precipitation in the recent past, however, failed to significantly
improve the relations. Flow was more highly correlated with the minimum
temperature, with a coefficient of 0.54. Because both minimum and maxi-
mum temperature are highly correlated (rZ0.8), the minimum temperature
can be used as one of the predictor variables. Various combinations of
variables were tested, including moving averages of minimum temperature
and precipitation. Of all the models, the one with the highest accuracy
incorporated the last three days of flow, the previous day’s precipitation, and
the minimum temperature as inputs. The correlation of these data to the flow
at time t is shown in Table 9.1, where due to symmetry, only the bottom left
triangle is shown. In terms of strength of relationship, the table shows that the
previous flows are the most important, followed by minimum temperature
and precipitation. Specifically, the current flow is most strongly correlated to
the previous day’s flow, with a correlation coefficient of 0.7962, and to the
next two flow lags with coefficients of 0.613 and 0.53. Correlation coefficients
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Figure 9.25 Minimum temperature from 1960 to 1963: (a) daily minimum
temperature and (b) monthly minimum temperature.
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of flow with the previous day’s minimum temperature and precipitation are
0.54 and 0.361, respectively. Minimum temperature is also moderately
correlated with flow lags, but weakly correlated with precipitation.

9.3.3.1 Linear Model for River Flow Forecasting

Linear and nonlinear neural network models will now be developed
using the inputs. The linear model is equivalent to an ARx model of
order three with three lags and two external variables. This is a single
linear neuron model. The data was divided into three sets. The first set,
with 730 records, is equivalent to two years of data. The rest of the data
for the third year was divided into two equal (half-year) portions for
validation and testing. The data was standardized by subtracting the
corresponding mean from each observation and dividing by the standard
deviation so that the range of input variables was similar. In fact, testing
was carried out using raw data and scaled data, and the scaled data gave
a 2 percent increase in R2, which can be useful in improving the
forecasting accuracy. The models were developed using Mathematica—
Neural Networks [7].

The model performance on the validation and test sets is shown in
Figure 9.26a and Figure 9.26b. Only the training data were used in the model
development. Figure 9.26 shows a reasonably good forecast that is superior
for the second half of the data. This could be due to the fact that the last half-
year training data is similar to the test data, although shifted by one year. The
higher error for the first half is due to the discrepancy at high flows.

The quality of the model can be assessed in various ways using visual
and statistical means. For example, a comparison between the forecasts and
the actual flow is shown in Figure 9.27, which indicates that there is a
reasonably strong linear agreement between the two. This means that the
model predictions are good.

Table 9.1 Input Variables and Correlations for River Flow Forecasting

Precip-1
Min.

Temp-1 Flow-3 Flow-2 Flow-1 Flow

Precip-1 1.0

Min. Temp-1 0.1387 1.0

Flow-3 0.0159 0.4071 1.0

Flow-2 0.0486 0.4265 0.7960 1.0

Flow-1 0.183 0.499 0.6128 0.796 1.0

Flow 0.361 0.54 0.53 0.613 0.7962 1.0
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The performance measures of RMSE, mean absolute error (MAE), relative
MAE (RMAE) and persistence index (PI) are presented here, expressed as
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Figure 9.26 Observed and forecasted river flow for two independent datasets:
(a) validation set (first half of the year) and (b) test set (second half of the year).
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Figure 9.27 Comparison between the predicted flow from the linear model and
the observed river flow for the independent test data.
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In the formulae, z is the forecast value and T is the corresponding target
or observed value. The RMSE has been previously described. The MAE is
the average of the absolute error of the prediction over all input patterns.
The RMAE is the MAE with respect to the average of the observed (target)
data. The PI is particularly suited to time-series because it compares the
model errors to a naive model, which is the difference between the current
and previous observations (TtKTtK1). For the river problem, these
performance measures for the single-step forecasting are

RMSE Z 0:283

MAE Z 0:227

RMAE Z 0:688

PI Z 0:369

R2 Z 0:750

The lower the errors and the higher the PI and R2, the better the model.
How good is the model for multistep forecasting? The performance in

three-step-ahead forecasting is shown in Figure 9.28.
With three-step-ahead forecasting, all performance measures deterio-

rate; these values are

RMSE Z 0:393

MAE Z 0:325

RMAE Z 0:986

PI ZK0:219

R2 Z 0:52
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9.3.3.2 Nonlinear Neural (NARx) Model for River Flow Forecasting

Next, this section develops a nonlinear neural network model with the same
five inputs used in the linear model. Because this model uses external
variables, the objective is to see whether there is any advantage to treating
the problem as a nonlinear one, and also to demonstrate nonlinear fore-
casting with neural networks. Four hidden neurons performed best with
the LM training method. The validation set was used to prevent overfitting
using the stopped-search method, and the test set was used for testing the
developed model. The network performance on the validation and test sets
is shown in Figure 9.29. The RMSE for the validation set (Figure 9.29a) is
0.91, which is higher than that for the linear model (0.77). However, for this
model, the true test of the accuracy is its performance on the test set,
because the validation set has already been used to prevent overfitting.
Figure 9.29 shows that the RMSE of the predictions from the nonlinear
model has improved over the linear model for the independent test set
(0.259 compared to 0.283 for the linear model).

The linear correlation between the observed and predicted flows for the
independent data is depicted in Figure 9.30, which indicates a strong linear
relationship between the two.

Statistical measures of the nonlinear network are

RMSE Z 0:259

MAE Z 0:18

RMAE Z 0:564

PI Z 0:471

R2 Z 0:79
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Figure 9.28 Three-step-ahead forecasting using a linear model for independent
test data.
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Figure 9.29 Observed and forecasted river flow: (a) validation data and
(b) independent test data.
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Figure 9.30 Observed river flow and flow predicted by the nonlinear
autoregressive network.
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All the performance measures have increased for the nonlinear model,
especially the PI and R2. Now the robustness of the model in multistep-
ahead forecasting will be examined. To compare with the linear model,
three-step-ahead forecasts obtained from the nonlinear model and its
RMSE on the independent test set are shown in Figure 9.31. It indicates
that the three-step-ahead forecast error has decreased by 9 percent for
the nonlinear model (0.358 compared to 0.393 from the linear model).

The linear correlation between the three-step-ahead forecasts and the
observed river flow is presented in Figure 9.32. There is still evidence for a
linear relationship between the two, but it is not as strong as in the case of
single-step forecasts.
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Figure 9.31 Three-step-ahead river flow forecasts from the nonlinear
neural network.
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Figure 9.32 Three-step-ahead observed and predicted flow from the
nonlinear model.
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Now the ways in which the performance measures are affected in three-
step-ahead forecasting will be examined. These are as follows:

RMSE Z 0:3583

MAE Z 0:2737

RMAE Z 0:8301

PI ZK0:0139

R2 Z 0:60

As can be expected, the forecasting accuracy, along with the other
performance measures, drop as the forecast horizon increases. However,
these results indicate that the nonlinear model is more robust in multistep-
ahead forecasting. For example, the R2 drop for the nonlinear model is
24 percent, whereas that for the linear model is 31 percent. The increase in
RMSE for the linear model is 39 percent, compared with 5.4 percent for the
nonlinear model. This is illustrated clearly in the error histograms for the two
models, as shown in Figure 9.33. The figures indicate that the error
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Figure 9.33 Forecasted error distributions on the independent test dataset:
(a) linear model and (b) nonlinear neural network model.
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distribution for the nonlinear neural network model more closely resembles
a symmetric Gaussian distribution and is more compact, in the sense that
most of the error is close to zero.

9.3.3.3 Input Sensitivity

After training, the neural network is an analytical expression of the model,
which in this case is a nonlinear function of the three recent flows and the
previous day’s precipitation and minimum temperature. The model for the
current river flow z(t) developed by the network is

zðtÞ Z 16:5 C
0:63

1 C e2:73K1:6aC0:046bC0:057cK0:44dK1:17e

K
3:44

1 C e1:8C0:44aC0:91bK0:03cK0:41dK0:19e

C
1:67

1 C eK12:38C0:61aK0:13bC1:38cC1:94dC0:03e

K
21:46

1 C eK1:5C0:09aK0:06bC0:017cC0:12dC0:06e
ð9:8Þ

where aZz (tK1), bZz (tK2), cZz (tK3), dZprecip (tK1), and eZ
minTemp (tK1).

By differentiating z(t) with respect to the inputs, it is possible to study the
sensitivity of the one-day ahead forecast to various inputs. Because a
nonlinear neural network model is being used, the derivative with respect to
an input is not constant as for the linear model, but varies with the input i.e.,
is situation dependent. In this case, one way to study the sensitivity of the
output to the inputs is to find the sensitivity of the output at the average
values of the inputs. Although not shown here, it can be seen from the
expression for z(t) that the derivative with respect to one input depends on
the values of the other variables of the input vector. Substituting the mean
values for the variables in the derivative with respect to an input, yields the
sensitivity at the mean value of that input, as shown in the first row of
Table 9.2 for the whole dataset (i.e., for three years).

Table 9.2 indicates that the output is most sensitive to the previous
day’s flow, followed by the precipitation, the flow two days back, the
previous day’s temperature and the flow three days back. This highlights
the effect of precipitation. In the previous correlation analysis results,
shown in Table 9.1, the correlation of the precipitation to the next day’s
flow was not prominent. However, the sensitivity of the model to
precipitation is higher than its sensitivity with respect to the minimum
temperature and flow two days back. This could be attributed to the fact
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that linear correlation analysis cannot capture nonlinear correlations in
the data but that the nonlinear model can capture these trends.

It is also possible to find the contribution of an input variable to the output
by observing the change in sensitivity of z (t) when the input is varied from its
minimum to maximum value while the values of the other input variables are
held at their mean values. The mean of these sensitivities, which is the
sensitivity averaged over all n observations of an input x, is presented in the
second row of Table 9.2. By repeating this for each input variable and
presenting its effect relative to the total effect of all the variables, the relative
contribution of each variable to the output can be calculated. These
contributions are also shown in Table 9.2. The trend followed by the mean
sensitivity is similar for the most part to that of the sensitivity at the mean
value, but the values are higher, indicating that the nonlinear effects are
relevant for this model. Results show that the greatest contribution comes
from previous day’s flow, ztK1 (53 percent), followed by precipitation
(15 percent), the flow during the previous two and three days (12 percent and
11 percent, respectively), and the minimum temperature (9 percent).

To highlight the variability of the input sensitivity, it is illustrated here
for the two most important variables, z(tK1) and Precip(tK1), while
keeping the other four input variables at their mean values. These are
presented in Figure 9.34 and Figure 9.35. The sensitivity is variable and
depends on the magnitude of the input with respect to which the
sensitivity is being analyzed. The two long spike regions in the figures
correspond to peak flows during the two summer periods.

9.4 Hybrid Linear (ARIMA) and Nonlinear Neural
Network Models

The performance of time-series forecasting can be improved by combining
linear and nonlinear models. The advantage of such an approach is that

Table 9.2 Sensitivity of Output to Inputs and Their Relative Contribution from
Nonlinear Network

z(tL1) z(tL2) z(tL3)
Precip
(tL1)

Min-temp
(tL1)

Sensitivity at the
mean value

0.528 0.177 0.04 0.217 0.152

Mean sensitivity
(Svz/vx)/n

0.541 0.214 0.04 0.214 0.167

Input contribution
(%)

53 12 11 15 9
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the linear component in the data can be modeled by the linear model and
the nonlinear component by the nonlinear model. This can lead to simpler
models and higher forecasting accuracy. Considering the nature of a time-
series, it is reasonable to decompose it into a linear autocorrelation structure
and a nonlinear component [1] as

yt Z Lt C Nt ð9:9Þ

where Lt denotes the linear component and Nt is the nonlinear component.
The two components need to be estimated from the data. The linear model
is developed first; the residuals from the linear model contain the inherent
nonlinear relationship modeled by the neural network. This approach is
depicted in Figure 9.36.
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Figure 9.35 Variation of the sensitivity of the output z(t ) to the previous day’s
precipitation, Precip (tL1).
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Figure 9.34 Variation of the sensitivity of the output z(t) to the previous day’s
flow z(tL1).
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Zhang [1] proposed the use of ARIMA to model the linear component.
Let the residual from the linear model be et. Then

et Z yt K L̂t ð9:10Þ

where L̂t is the forecast from the linear model at time t. A linear model is not
sufficient if linear correlations are still present in the residuals. Residual
analysis, however, is not able to detect any nonlinear patterns in the data.
Currently, there is no diagnostic statistic for detecting nonlinear auto-
correlations in data [1]. Any significant nonlinear pattern in the residuals
indicates the limitations of ARIMA. The residuals can then be modeled by a
neural network to discover nonlinear relationships in them. The ANN model
for the residuals with n past values is

et Z N̂ C 3t Z f ðetK1; etK2;.; etKnÞC 3t ð9:11Þ

where N̂ is the nonlinear network model prediction of the residuals,
represented by f, which is the function to be approximated by the network,
and 3t is the random error. A good ANN model will produce random errors.
The combined forecast from linear (ẑ) and nonlinear (N̂ ) models is

ẑ Z L̂ C N̂ ð9:12Þ

which is an approximation of the actual data.

9.4.1 Case Study: Forecasting the Annual Number
of Sunspots

Zhang [1] shows that for three time-series with nonlinear characteristics,
the hybrid model outperforms both ARIMA and ANNs. One time-series is the
Wolf’s sunspot data series, regarded as nonlinear and non-Gaussian, and
widely used for evaluating the effectiveness of nonlinear models. This series

Linear
ARIMAA Residual

Nonlinear
neural

network

Nt
ˆLt

ˆ

NtLty ˆˆˆ +=

Figure 9.36 Hybrid linear (ARIMA) and nonlinear neural network models.
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contains the annual number of sunspots from 1700 to 1987 with a total of
288 observations, as presented in Figure 9.37.

The best linear model for the data was an autoregressive model of order
nine. The neural model contained four input lags of forecast error or
residuals and four hidden neurons, as has been used by several previous
researchers [1]. In addition, a separate ANN was trained to evaluate the
effectiveness of ANN alone to forecast the number of sunspots. The models
were trained for one-step-ahead forecasting and evaluated for 35- and
67-steps-ahead forecasting.

The models were trained with the first 221 observations and tested
with the last 67 data, obtaining 35- and 67-step-ahead forecasts. The
67-step-ahead forecast is shown in Figure 9.38. The results show that the
hybrid model outperformed the linear model by 16.13 percent and the
ANN model by 9.89 percent in terms of RMSE for 35 steps ahead
forecasting. In 67-steps-ahead forecasting, the hybrid model again
outperformed linear model by 8.4 percent and the ANN model by
20 percent. ANN had a higher error at some data points.

9.5 Automatic Generation of Network Structure
Using Simplest Structure Concept

The most serious draw back of feedforward networks such as MLP is the
trial and error involved in the selection of model parameters, particularly
the number of hidden neurons. This section includes a case study in
which the number of hidden neurons is automatically selected using the
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Figure 9.37 Sunspot series (1700–1987). (From Zhang, G.P., Neurocomputing,
50, 159, 2003. With permission from Elsevier.)
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concept of the simplest structure. The simplest network structure is
essentially equivalent to the linear regression model; the most complicated
MLP structure will have small training errors, but high generalization
errors. In between the simplest and the most complicated structures, there
exists the optimum structure for a network such as an MLP. For many
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Figure 9.38 Sixty-seven-step ahead sunspot data forecasting: (a) ARIMA
prediction, (b) neural network prediction, and (c) hybrid ARIMA-neural network
prediction. (From Zhang, G.P., Neurocomputing, 50, 159, 2003. With permission
from Elsevier.)
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problems, the optimum structure can be simple because although the
variable interaction may be complex, most phenomena may not be highly
nonlinear, which is accounted for by the large number of neurons in
a network.

The search for the optimum structure of a network is based on the
generalization error. The data is divided into training, validation, and
testing sets. Training is started with a simple structure with one neuron.
The trained network performance is intermittently tested against
validation data. If the validation error does not change at some point,
this is considered to be a local optimum. Training is stopped and a new
neuron is added. Training continues with this structure until the validation
error stops changing. Another local minimum has been reached, and
another neuron is added to the structure. This process continues until the
optimum structure is found when the validation error does not decrease
further; this point is considered to be the global minimum. This final
model is the optimum model. Because the whole process is automated,
the structure is obtained without the intervention of the model developer.
This approach is applied to solve a practical air pollution forecasting
problem below.

9.5.1 Case Study: Forecasting Air Pollution with
Automatic Neural Network Model Generation

Air pollution has become a serious health concern due to excessive amounts
of pollutants being released to the environment because of various human
activities. Some of these pollutants are respirable particulate matter (PM10),
sulfur dioxide (SO2), and nitrogen dioxide (NO2). Countries have adopted
various methods for the daily forecasting of pollution. The study presented
here was reported by Jian et al. [8] for forecasting the Air Polution Index
(API) in China. For reporting to the public, the daily average pollutant data
are converted to an API, representing the levels of PM10, SO2, and NO2 in the
air at a given time. For each pollutant, the value of the API varies from zero
to 500. This range has been divided into six air quality classes: 0–50 is class I,
50–100 is class II, 100–200 is class III, 200–300 is class IV, 300–400 is class V,
and 400–500 is class VI. For example, the API for PM10 is class I if the mass
concentration of PM10 is between 0.000–0.050 mg mK3 and class VI for the
range between 0.500–0.600 mg mK3.

The air pollution levels are closely related to atmospheric conditions.
In this model, inputs include the date, the maximum and average surface
temperatures (measured at 10 m height), the surface pressure, the surface
humidity, the wind speed, and the daily precipitation. The date accounts
for periodic changes in meteorological systems, as well as differences in
emissions between weekdays and weekends. The date has been converted

Neural Networks for Time-Series Forecasting & 473



to four input nodes: Sine and cosine for the time of the week and the year.
Wind is the dominant factor in the transport of pollutants. The surface
wind data are collected four times a day. Surface pressure, temperatures
and humidity account for the effects of the weather; these inputs are daily
averages. The precipitation is an effective mechanism to remove pollutants
from the air. The daily precipitation was classified into five levels: Zero
to four, corresponding to no rain, light, medium, heavy rain, and storms.
In total, there are 16 external variables and with the previous day’s API as an
input, the model has 17 variables.

The structure of the network for forecasting air pollution is shown in
Figure 9.39. A separate network has been trained for each of the pollutants
PM10, SO2, and NO2..

The model was developed based on 457 days of observations collected
over about 14 months from June 2000. The original dataset with 457
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Figure 9.39 The network structure, in which the number of hidden neurons is
determined automatically during training. (From Jiang, D., Zhang, Y., Hu, X.,
Zeng, Y., Tan, J., and Shao, D., Atmospheric Environment, 38, 7055, 2004. With
permission from Elsevier.)
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observations was divided into training, validation, and testing sets with
397, 30, and 30 observations, respectively. These were obtained by selecting
one week’s data for training, the next day for validation and the day after
for testing, and repeating this process for the entire dataset. The hidden
neurons used sigmoid transfer functions and the output neuron is linear.
The backpropagation with a smaller learning rate has produced a smooth
convergence. Incremental (example-by-example) training has produced
better results than batch training.

Using the procedure described above for adding neurons incrementally
based on the generalization error of the existing network, the optimum
network was found to have four hidden neurons. To compare it using
the usual trial and error process, an extensive trial was conducted using
network configurations including one or two hidden layers and 1–16
neurons in each layer. Of the 200 possible configurations, more than half
were trained and the best performance was obtained for networks with
three to six neurons, supporting the simpler structure principle.

The model has been in use since 17 September 2002 and the
correlation coefficients for the predictions of the three pollutants (PM10,
SO2, and NO2) were found to be 0.61, 0.70, and 0.63, respectively, in
relation to the application data for this date and the following eight
months. These correlation coefficients were considered to be satisfactory.
Although the model was trained using observed meteorological data, the
model application is based on meteorological data provided by a model,
which obviously has some effect on the accuracy of the model forecasts.
The results from the application of the model for PM10 to the test data
are shown in Figure 9.40. With the exception of the high peak on 12
November 2002, which resulted from a sand storm, the information for
which was not in the training data, the model performs well. This has
also affected the correlation coefficients presented earlier.

Currently, the operators retrain the model on a monthly basis using
new data. The model has been tested against a linear autoregressive
time-series model based on the previous API values. Although the error
was slightly lower for the autoregressive model for the training data,
the slope of the observed and predicted output based on the application
data was 0.48 for the MLP model and 0.28 for the autoregressive model,
as illustrated in Figure 9.41. The intercepts were correspondingly 36.5
and 50 for the two models. These suggest that the MLP is more accurate
for individual predictions.

9.6 Generalized Neuron Network

The principle behind the generalized neuron network (GNN) is that a
model should consist of simple as well as higher order neuron
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characteristics and that there should be no need to select the hidden layers
and neurons, meaning that the model complexity must be reduced. This
model attempts to overcome the drawbacks of conventional ANN in terms
of the extensive trial and error during model building. This section will
study the time-series forecasting ability of a GNN model. However, before
that, the section will present a detailed look at the principles behind GNN
and how the network processes data.
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Figure 9.41 Plots of observed and predicted data for the application period of
eight months from September 2002 to May 2003 for the autoregressive time-series
model (TAR) and the neural network (MLP) model. (From Jiang, D., Zhang, Y., Hu,
X., Zeng, Y., Tan, J., and Shao, D., Atmospheric Environment, 38, 7055, 2004. With
permission from Elsevier.)
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Figure 9.40 Results from the model obtained from simple structure principle for
PM10 on application data. (From Jiang, D., Zhang, Y., Hu, X., Zeng, Y., Tan, J., and
Shao, D., Atmospheric Environment, 38, 7055, 2004. With permission from
Elsevier.)
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The generalized neuron model has a simple structure with two hidden
neurons, as shown in Figure 9.42. One does the summation operation of
the weighted inputs as with conventional networks; the other neuron
computes the product of the weighted inputs. The former incorporates
simpler linear characteristics and the latter, more nonlinear characteristics.
The idea is based on the well-known fact that any function can be
approximated with the use of sum of products and products of sums.

In the GNN model in Figure 9.42, the first neuron sums the
weighted inputs (S) and processes it by a sigmoid activation function.
The product neuron computes the product of the weighted input and
processes it by a Gaussian function. The final output is the weighted sum of
the output of the two neurons. These weights are as indicated in the figure.

For the general model in Figure 9.42, the output ys of the summation
neuron is

ys Z f1
Xn

iZ1

asixi C as0

 !
Z f1ðas1x1 C as2x2 C/C as0Þ ð9:13Þ

where n is the number of inputs, asi is the weight vector associated with
input xi, and as0 is the bias weight. The activation function is denoted by f1.
This is the usual operation of a neuron. The product neuron output yp is

yp Z f2
Yn
iZ1

apixi

 !
ap0

 !

Z f2ðap1x1 ! ap2x2 !/! ap2x2 ! ap0Þ ð9:14Þ

where P denotes product, api is the input-hidden weight associated with
input xi feeding the product neuron. The activation function of this

Π

Σ

Σ

f1(⋅)

f2(⋅)

x1

xn

x2

aso

ys

asi

Output

apo

yp

b

1 – b

api

Figure 9.42 Configuration of a generalized neuron network (GNN) model. (From
Chaturvedi, D.K., Mohan, M., Singh, R.K., and Karla, P.K., Soft Computing, 8, 370,
2004. With permission from Springer Science and Business Media.)
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neuron is denoted by f2. The output is basically the product of the
weighted inputs, including the bias weight ap0, transformed by f2. The
final output z is the weighted sum of the hidden neuron outputs
expressed as

z Z ysb C ypð1K bÞ ð9:15Þ

where b is the hidden-output weight of the summation neuron and the
hidden-output weight of the product neuron is taken as (1Kb). This
process constitutes the forward pass. With this structure, any learning
algorithm discussed in Chapter 4 can be used for weight update and the
process is transparent.

The basic steps of GNN are illustrated using an example two-input
network, shown in Figure 9.43.

The operation of GNN can be summarized as follows: The square error
for one input pattern E is

E Z
1

2
ðtK zÞ2 ð9:16Þ

where t is the target for the input pattern and z is the model output.
The sum of the square error is minimized during training. The forward
processing of the network produces the output of the summation and
product neurons. The summation neuron uses a sigmoid activation func-
tion, and that used by the product neuron is Gaussian. The sum us and
output ys of the summation neuron are

us Z x1as1 C x2as2 C as0

ys Z
1

1 C eKus
:

ð9:17Þ

f1(⋅)

f2(⋅)

x1

x2

ys

as1

Z 

yp

b

1 – b

ap2
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ap1

Σ

Σ

Π

Figure 9.43 Example of a two-input GNN.
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The product up and output yp of the product neuron are

up Z x1ap1 ! x2ap2 ! ap0

yp Z
1

eu2
p

ð9:18Þ

where yp is the output from the Gaussian function. The output of the
network is

z Z bys C ð1K bÞyp: ð9:19Þ

Using the error for one input pattern for clarity, it is possible to obtain
the weight adjustments using the gradient descent concepts introduced in
Chapter 4. First it is necessary to determine the gradients of error with
respect to the weights. The gradient with respect to weight b is

vE

vb
Z

vE

vz

vz

vb
ZKðtK zÞðysK ypÞ: ð9:20Þ

For the whole training set with n patterns, the batch weight adjustment
Dbnew is

Dbnew Z h
Xn

iZ1

ðti K ziÞð ysK ypÞC aDbold

bnew Z b C Dbnew

ð9:21Þ

where h is the learning rate and a is the momentum, which is a constant
expressing the proportion of the previous weight increment passed to
the new increment. As discussed in Chapter 4, this amounts to the
exponential average of the past increments and is done to stabilize the
search process.
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The gradient with respect to weight as1 can be computed as follows

vE

vas1

Z
vE

vys

vys

vus

vus

vas1

;

vE

vys

Z
vE

vz

vz

vys

ZKðtK zÞb;

vys

vus

Z ysð1K ysÞ;

vus

vas1

Z x1;

vE

vas1

ZKðtK zÞbysð1K ysÞx1:

ð9:22Þ

Similarly, the derivative with respect to as2 and the bias as0 weights are

vE

vas2

ZKðtK zÞbysð1K ysÞx2

vE

vas0

K ðtK zÞbysð1K ysÞ:

ð9:23Þ

The weight increments for the three weights based on gradient descent
based error backpropagation are

Das1Knew Z h
Xn

iZ1

ðti K ziÞbysi
ð1K ysi

Þx1i
C aDas1Kold

Das2Knew Z h
Xn

iZ1

ðti K ziÞbysi
ð1K ysi

Þx2i
C aDas2Kold

Das0Knew Z h
Xn

iZ1

ðti K ziÞbysi
ð1K ysi

ÞC aDas0Kold

asi;new Z asi C Dasi;new:

ð9:24Þ

The only new addition in this model is the modification of the weights of
the product neuron; the processing is presented in detail here. Suppose that
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the product of the weighted inputs is denoted by up. Then:

up Z
Yn
iZ1

apixi ! ap0 Z ap1x1 ! ap2x2 ! ap0: ð9:25Þ

The error derivative with respect to weight api, which links input xi

with the product neuron, using the usual process described in Chapter 4 is

vE

vapi

Z
vE

vyp

vyp

vup

vup

vapi

: ð9:26Þ

The first component in Equation 9.26 is

vE

vyp

Z
vE

vz

vz

vyp

ZKðtK zÞð1K bÞ: ð9:27Þ

The Gaussian activation function, described in more detail in Chapter 3,
takes the form of the first expression in Equation 9.28 and from it the second
component in Equation 9.26 can be obtained as

yp Z eKu2
p

vyp

vup

Z eKu2
pðK2upÞ ZK2ypup:

ð9:28Þ

The last component of the error derivative in Equation 9.26 is

vup

vap1

Z
vðap1x1 ! ap2x2 ! ap0Þ

vap1

Z
up

ap1

: ð9:29Þ

For the second weight, vup=vap2Zup=ap2, and for the bias weight,
vup=vap0Zup=ap0.

Therefore,

vE

vap1

ZKðtK zÞð1K bÞðK2ypupÞ
up

ap1

Z 2ðtK zÞð1K bÞyp

u2
p

ap1

: ð9:30Þ

Similarly, for the second and bias weights the error derivatives are

vE

vap2

Z 2ðtK zÞð1K bÞyp

u2
p

ap2

vE

vap0

Z 2ðtK zÞð1K bÞyp

u2
p

ap0

ð9:31Þ
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and the weight increments based on gradient descent are:

Dap1K;new ZK2h
Xn

iZ1

ðti K ziÞð1K bÞypi

u2
pi

ap1

C aDap1;old

Dap2K;new ZK2h
Xn

iZ1

ðti K ziÞð1K bÞypi

u2
pi

ap2

C aDap2;old

Dap0K;new ZK2h
Xn

iZ1

ðti K ziÞð1K bÞypi

u2
pi

ap0

C aDap0;old

api;new Z api C Dapi;new:

ð9:32Þ

9.6.1 Case Study: Short-Term Load Forecasting with
a Generalized Neuron Network

Short-term forecasting of electricity (load) demand is important for
maintaining a reliable power supply at a reasonable cost. The gap between
generation and demand leads to voltage fluctuations/drops and a shortage
of electrical power. To bridge this gap, short-term load forecasting is vital
for predicting the load demand pattern in advance. In this study, reported
by Chaturvedi et al. [9], a GNN is used for short-term load forecasting.

Chaturvedi et al. [9] tested the generalized neuron model on seven
variations of weighted inputs and transfer functions. The usual procedure is
to use the inputs weighted by weight i.e., w ! x, where w is the weight
associated with input x. The authors tried a variety of different weighted
inputs. These were power functions of the form (x Cw)n. Recall from
Chapter 3 that the usual weighted sum of inputs produces a plane which
linearly separates the inputs (linear neuron). The power functions produce
closed separating surfaces. Using nZ2, for example, the net input to the
summation neuron is (x Cw)2. For uZ0, which describes the classification
boundary, (x Cw)2Z0 produces an ellipse. Thus, it is possible to train
nonlinear and non-separable problems with ease. In this case study, the
authors attempted to use (x Cw) and (x Cw)2 as the specific forms of the
weighted inputs for one or both of the hidden neurons. In addition, linear
transfer functions in both hidden neurons were also tested as an alternative
to the above combination of sigmoid and Gaussian functions. All together,
seven models were tested for the suitability of short-term load forecasting
and these are presented in Table 9.3. The generalized neuron models in
Table 9.3 were trained on actual electricity load demand data with four lags
as input to predict the present demand. The data were normalized in the
range from 0.1–0.9.

The models were trained using the gradient descent method described in
the previous section (Equation 9.24 and Equation 9.32), incorporating both a
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learning rate (0.05) and momentum (0.65) for 200 epochs. The training
performance and comparison of the predicted and target forecasts for
independent data for the best model are given in Figure 9.44 (model 2 in
Table 9.3). The root mean square error for the models on independent test

Table 9.3 Weighted Input and Activation Function for Summation and
Product Neurons of GNN Models and Corresponding Test Error for Electricity
Load Forecasting

Weighted Input
for Neurons Activation fn Training

ErrorModel Sum Product Sum Product Test Error

1 w!x w!x Sigmoid Gaussian 0.0420 0.0648

2 w!x w!x Linear Linear 0.0268 0.05040.0504

3 (xCw)2 w!x Sigmoid Gaussian 0.0322 0.05660.0566

4 (xCw)2 w!x Linear Linear 0.0495 0.0677

5 (xCw)2 (xCw) Sigmoid Gaussian 0.0329 0.05720.0572

6 (xCw) (xCw) Sigmoid Gaussian 0.0371 0.0601

7 (xCw)2 (xCw)2 Sigmoid Gaussian 0.0328 0.05710.0571
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Figure 9.44 Training performance of the best GNN model (a) and its predictions
against independent test data (b). (From Chaturvedi, D.K., Mohan, M., Singh, R.K.,
and Karla, P.K., Soft Computing, 8, 370, 2004. With permission from Springer
Science and Business Media.)
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data ranged from 0.0504 to 0.0677, as summarized in Table 9.3; it can be seen
that the error range for the models is small, indicating that they all perform
adequately. The best model (model 2) used regular weighted inputs and
linear activation functions in both neurons. In the worst model (model 4), the
weighted input to the summation neuron was (x Cw)2, whereas that to the
product neuron was the regular weighted input, i.e., w ! x.

Table 9.3 indicates that the performance of models 3, 5, and 7 is almost
as good as that of the best model. These all use (x Cw)2 for summation and
x ! w, (x Cw), and (x Cw)2 for the product. The ability of the GNN with
sum and product neurons to cope with nonlinearities in data can be
investigated by evaluating the output of the neurons. Figure 9.45 shows the
output of the summation and product hidden neurons as well as the output
neuron for the best model (model 2 in Table 9.3) and two second-best
models (models 3 and 5). Figure 9.45 further illustrates the ability of models
3 and 5 to easily handle nonlinear and non-separable problems by
generating closed, nonlinear output surfaces without requiring additional
model complexity involving a substantial number of neurons to generate
such closed surfaces, as in MLP.

o/p of sigma(x2W)without act.fn. o/p of pi-proof(x2W)without act.fn.

o/p of sigma(x+W)2 with act.fn. o/p of pi-proof(x2W)with act.fn.
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Figure 9.45 Output of the sum and product of hidden neurons and the output
neuron of the GNN for three variations of the sum and products of weighted
inputs (top: model 2; middle: model 3; bottom: model 5 in Table 9.3). (From
Chaturvedi, D.K., Mohan, M., Singh, R.K., and Karla, P.K., Soft Computing, 8, 370,
2004. With permission from Springer Science and Business Media.)
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9.7 Dynamically Driven Recurrent Networks

In focused time-lagged networks, a short-term memory is incorporated
through externally fed input lags. For processes with shorter memory
lengths (correlated lag lengths), these networks are appropriate. However,
it would be useful if the network, through its internal dynamics, could
discover by itself the long-term history of a series so that it does not have
to depend on externally provided memory filters. Dynamically-driven
recurrent networks with feedback loops attempt to capture such long-term
history in data. The structure of three generic recurrent networks
is presented in Figure 9.11. The major difference between these and
the time-lagged networks is that there are feedback connections designed
to remember past states of a network and feed them back into the
network recursively so that at each time step, in addition to the current
inputs, a memory trace of all previous inputs is presented to the network.
Over time, the network stores long-term memory structure in its feedback
(recurrent) and regular connections, whose weights are adjusted during
training. The features of several recurrent networks will first be explored,
then a small recurrent network will be trained by hand.

In recurrent networks, the lag structure and corresponding memory
dynamics are determined by the network itself. Therefore, only the
input(s) at the current time step are used by the network. The memory is
built in through recurrent or feedback loops, which carry the output of the
hidden or output neurons to feed them back to the network at the next
time step. Various recurrent network structures can be designed using this
idea. Elman [5] and Jordan [6] networks are two such networks that have
gained popularity in the applied sciences; the following sections will treat
these networks in detail. In an Elman network, hidden neuron outputs are
fed back as input to the hidden neurons at the next time step, whereas in
the Jordan network shown in Figure 9.11a, output neuron output(s) is fed
back as input to hidden neuron at the next time step. Among other
possibilities is a network in which both the output and the prediction error
are fed back as input at the next time step, resembling a nonlinear
autoregressive moving average (NARIMA) recurrent network, shown in
Figure 9.11b, and a fully recurrent network in which both the hidden layer
and the output layer feed their outputs back to themselves with time delay,
as shown in Figure 9.11c.

9.7.1 Recurrent Networks with Hidden Neuron Feedback

9.7.1.1 Encapsulating Long-Term Memory

The way memory is built in to a network can be illustrated using a simple
linear neuron presented in Figure 9.46. At time t, the neuron receives two
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inputs: One external input (xt) and the delayed output of the neuron at
the previous time step. The neuron predicts the state of the system yt C1 at
the next time step t C1. The output then becomes a delayed input to the
neuron at the next time step through the feedback loop and the process
is repeatedly recursively. The delayed input is stored in a context unit,
depicted by the square in Figure 9.46, until it is presented at the next
time step. The weight associated with this delayed input is called a
recurrent weight and is denoted by ar. This neuron represents a linear
autoregressive model.

Suppose that at time t the neuron receives the concatenated inputs yt and
xt. The network output yt C1 can be expressed as

yt C1 Z aryt C axt : ð9:33Þ

At the next time step t C1, ytC1 becomes an input with the external input
xtC1. The network output for this step becomes:

yt C2 Z aryt C1 C axt C1: ð9:34Þ

Substituting Equation 9.33 into Equation 9.34,

yt C2 Z ar ðaryt C axtÞC axt C1 Z ðar Þ2yt C araxt C axt C1: ð9:35Þ

To interpret the neuron response, suppose that arZ0.2 and aZ0.3. The
output then is

yt C2 Z ð0:2Þ2yt C ð0:2Þð0:3Þ xt C 0:3 xt C1

Z 0:04 yt C 0:06 xt C 0:3 xt C1: ð9:36Þ

It can be seen that the output has built both of the last external inputs xt

and xt C1 into the structure, as well as the last predicted output yt. In time-
series forecasting, variable x is the current observed value of the series. This
yields a built-in structure for encapsulating the memory of a time-series with
the feedback loop mechanism of a recurrent neuron. In this particular linear
neuron case, the output of the neuron is an AR model in which lags are
captured by the model itself. The recurrent weight determines the weight

a

ar

yt

xt
yt + 1

Figure 9.46 A simple illustration of the encapsulation of long-term memory by a
recurrent linear neuron.
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put onto the lags. It can also be seen that the more recent inputs lags are
more heavily weighted than the distant lags. The output at time tCn,
for example, is

yt Cn Z ðar Þnyt C ðar ÞnK1axt C ðar ÞnK2axt C1 C/C axt CnK1 ð9:37Þ

which in its expression has inputs at all time steps fed externally to the
neuron from the first (xt) to the last input (xtCnK1). This allows a recurrent
network to use only the current input and build the memory recursively
over time. During training, both the recurrent and regular weights are
adjusted, as will be demonstrated shortly, and the role of the recurrent
weight is to determine the appropriate influence of the recent and
distant inputs.

Incorporation of nonlinear processing into the neuron results in NAR
models. For example, if the hidden neuron in the example network has a
nonlinear activation function f, the network output at time step tC2
becomes:

yt C2 Z f ½arf ðaryt C axtÞC axt C1� ð9:38Þ

in which past time lags are nonlinearly processed at each step and
recursively embedded in the long-term memory structure.

If no exogenous inputs (other external variables) are used, then the
network depends entirely on its own memory of the time-series, along
with the current value. However, in some situations, exogenous variables
(and possibly their lags) may improve forecasting accuracy and
therefore it could be beneficial to use them in modeling. To represent
these situations, only the present value of the external variables
is needed because, when concatenated with the delayed inputs,
the network also creates a lag structure for external inputs within the
network in exactly the same way as described here for the input xt. This
results in a NARx.

It is also possible to use the network error as an additional input at
each time step. This provides a NARIMA model, which also can use
exogenous inputs (NARIMAx). At each time step, the predicted output and
error are fed back to the input layer for use as inputs at the next step. The
prediction error is obtained by subtracting the model output from the
actual value. This concept is presented in the network shown in
Figure 9.11b.

To build a recurrent network, one or more of the recurrent neurons
presented here is incorporated as a hidden neuron(s) in a multi-layer
network with feedback loops originating from the hidden neurons. When
there are more neurons in the hidden layer, they create several variants of
the same autoregressive process. This can help differentiate the significance
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of lags during training and can aid in finding the most appropriate lag
structure for the time-series.

9.7.1.2 Structure and Operation of the Elman Network

A conceptual diagram of the Elman network [5] with only the hidden
layer feeding its output into itself with a unit time delay is shown in
Figure 9.47a. The manner in which the delayed feedback is applied is
demonstrated in Figure 9.47b for a small example network with one
externally fed input, two hidden neurons and one output. The externally-
fed input is the value of the time-series at time tK1, ztK1, and the output is
the prediction ẑt for the time-series at the next time step t. In this model,
the outputs of the hidden neurons at a time step t not only feed the output
neuron but also are stored in context units, which bear this name because
they represent the memory of the network; these units are depicted by
rectangular boxes in Figure 9.47b. At the next time step, context units
feed the delayed hidden neuron outputs to the hidden neurons as
inputs through the recurrent connections represented by dashed lines in
Figure 9.47b, in which a superscript r is used to denote the recurrent
weights. The recurrent connections facilitate encapsulation of the long-
term memory structure of the data. The portion of the output that is fed
back into the context units can be controlled by using a constant weighting
factor k between zero and one. When the weighting factor is equal to one,
the whole output is fed back.

The operation of the network is time-linked because of the feedback
connections. To demonstrate how operations at successive time steps t,

(a) Input

Hidden
layer

Output
layer

(b)

ẑt

t − 1z1ky 2
t − 1

ky

Context
unit

Context
unit

a11 a12

ra21

ra22
ra11 ra12

y1
t y2

t

t − 1

Figure 9.47 A simple recurrent network: (a) conceptual diagram of an Elman
network and (b) a small example network illustrating the operation of the network.
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t C1 and t C2 are linked, the processing in the small network shown in
Figure 9.47b is demonstrated for three time steps in Figure 9.48.

As shown in Figure 9.48, the hidden neuron output is fed back to the
context units for use as input in the next time step. The parameter k is a
weighting factor that determines the portion of the hidden neuron output
to be stored in context units until the next time step. These feedback loops
are depicted by dashed lines between the network states. The dashed
lines within a network denote the recurrent connection through which the
stored portion of the hidden neuron outputs is fed into each of the hidden
neurons at the next time step. Thus, at each time step, the network sees a
copy (or a portion) of the previous state of the network, which is fed
simultaneously with the actual input z for the current step. This process is
repeated recursively, until at the end of the training. The initial input of the
context units is set to a random value because the hidden neuron output is
not yet available during the first time step. The hidden neuron outputs are
expected to reach appropriate values within a few time steps, making the
influence of the initial random values negligible.

In the operation of this small network, the weighted input to the two
neurons in the hidden layer can be expressed as

u1
t Z a11ztK1 C ar

11ky1ðtK 1ÞC ar
21ky2ðtK 1Þ

u2
t Z a12ztK1 C ar

12ky1ðtK 1ÞC ar
22ky2ðtK 1Þ

y1ðtÞ Z f ðu1
t Þ

y2ðtÞ Z f ðu2
t Þ

ð9:39Þ

where u1
t and u2

t are the weighted input to hidden neurons one and two,
respectively. Thus each hidden neuron sees the total previous state of
the system depicted by y1(t) and y2(t), which are combined with the current

ztˆ

zt − 1
1yt − 1

2yt − 1

y1
t y2

t

ẑt + 1

zt
1kyt

2kyt

y1
t + 1 y2

t + 1 y1
t + 2 y2

t + 2

ẑt + 2

zt + 1
1kyt + 1

2kyt + 1

k
k

k
k

Figure 9.48 Illustration of the time-linked operation of the Elman network in
Figure 9.47(b) for three time steps.
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state, enabling the network to recall the past state. The output of the
neurons, y1(t) and y2(t) is the nonlinear transformation of the weighted
inputs, as depicted by the last two expressions in Equation 9.39. The output
of the network is generated in the usual way.

9.7.1.3 Training Recurrent Networks

The training of recurrent networks requires the update of recurrent
weights [5,13]. This requires attention in the training method. Except for
this portion, training is similar to MLP networks. This section refers back
to and borrows basic concepts from Chapter 4, in which feedforward
network training was presented in detail. Using the available
information, the network can be trained with any method discussed in
Chapter 4. For simplicity, the steps for basic gradient descent learning
are illustrated in this section. Appropriate learning parameters apply for
other gradient descent methods, and appropriate second derivatives and
relevant parameters apply to second-order learning methods. Early
stopping and regularization methods, discussed in Chapter 4 for
removing bias and variance and assuring the best possible
generalization, are applicable to recurrent networks as well. The
difference is that the network contains more weights (recurrent) and
associated inputs.

To illustrate the workings of these networks, the steps in the training of
a small recurrent network will be studied. The network consists of one
hidden neuron and one output neuron, as shown in Figure 9.49. It has
two external inputs (x1 and x2) and a delayed input y, which is the output
of the hidden neuron at the previous step. Generally, one of these
external inputs is the value of the time-series to be modeled. At time step
t, the inputs are x1(t), x2(t) and y(t). Note that the time step upwards from
the hidden neuron is taken to be t C1. There is one context unit to store
the delayed input. The total output of the hidden neuron is fed back
during the next step.

The hidden neuron weights, corresponding to the external inputs, are
denoted by a1(t) and a2(t), and ar(t) denotes the weight of the recurrent
connection. Processing from the hidden neuron and up is considered
to belong to time step t C1. Thus output neuron weight is b(t C1).
For clarity, bias weights are ignored. Now the input vectors at time t
will be fed and the activation will be propagated through the layers, one
by one.

The weighted sum u(t C1) and output y(t C1) of the hidden neuron are:

uðt C 1Þ Z a1ðtÞx1ðtÞC a2ðtÞx2ðtÞC ar ðtÞyðtÞ

yðt C 1Þ Z f ðuðt C 1ÞÞ
ð9:40Þ
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where f ($) is a nonlinear transfer function (sigmoid, hyperbolic tangent,
etc.), which processes the weighted sum. For the output neuron, the
weighted sum v (t C1) and output z(t C1) are

vðt C 1Þ Z bðt C 1Þyðt C 1Þ

zðt C 1Þ Z f ðvðt C 1ÞÞ
ð9:41Þ

where z (t C1) is the predicted value of the target T (t C1) and z (t) is the
predicted value of T (t). For one input pattern, the error for a time step is

Eðt C 1Þ Z
1

2
½zðt C 1ÞK T ðt C 1Þ�2: ð9:42Þ

For the sigmoid transfer function, as derived in Chapter 4, the
weight change Dw for any weight w, which in this case is either a1, a2, ar,
or b, is

Dw ZK3d ð9:43Þ

where 3 is the learning rate and d is the error derivative with respect to a
weight w. Removing time from the equations for clarity yields:

d Z
vE

vw
: ð9:44Þ

A detail treatment of derivation of error derivatives is given in Chapter 4.
Therefore, only an outline is given here and the derivative for recurrent

f 

x1 (t ) x2 (t )

a1(t ) a2 (t )

ar (t )

y(t + 1)

Z(t + 1)

b(t + 1)

Σ (⋅)

f Σ (⋅)

Figure 9.49 Training of a simple Elman recurrent network.
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weights will be the only new addition to the training method. From
Chapter 4, the derivative of error with respect to any output neuron weight
was given, using the chain rule of differentiation:

vE

vb
Z

vE

vz

vz

vv

vv

vb
: ð9:45aÞ

For actual target value T, the components of the error derivative can be
expressed as

vE

vz
Z zK T

vz

vv
Z zð1K zÞ

vE

vz

vz

vv
Z ðzK T Þzð1K zÞ Z p

vv

vb
Z

y regular weight

1 bias
:

(
ð9:45bÞ

Therefore, the error derivative is

vE

vb
Z

py regular weight

p bias
:

(
ð9:46Þ

Incorporating time,

vEðt C 1Þ

vbðt C 1Þ
Z pðt C 1Þyðt C 1Þ: ð9:47Þ

The error gradient with respect to hidden neuron weights can be
expressed as

vE

va
Z

vE

vy

vy

va

vE

vy
Z

vE

vz

vz

vv

vv

vy
Z pb:

ð9:48Þ
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The second component of the error gradient can be expressed as

vy

va
Z

vy

vu

vu

va

vy

vu
Z yð1K yÞ:

ð9:49Þ

Therefore,

vy

va
Z yð1K yÞ

vu

va
ð9:50Þ

and

vE

va
Z pbyð1K yÞ

vu

va
: ð9:51Þ

The difference between a static MLP and a recurrent network is that in
the recurrent network, an input vector consists of regular inputs and delayed
feedback from the hidden units. Therefore, the weighted sum u for the
hidden neuron, with time incorporated into the expression, is

uðt C 1Þ Z a1ðtÞx1ðtÞC a2ðtÞx2ðtÞC ar ðtÞyðtÞ: ð9:52Þ

The error derivative with respect to inputs depends on whether the
input is regular or recurrent. For regular inputs, the derivation is the same
as for a static MLP, as presented in Chapter 4. For a recurrent weight, the
differentiation of products must be used, because both u(t C1) and y(t)
are functions of ar. Therefore, the derivative of net input u with respect to
weights are

vuðt C 1Þ

va1ðtÞ
Z x1ðtÞ;

vuðt C 1Þ

va2ðtÞ
Z x2ðtÞ;

vuðt C 1Þ

var ðtÞ
Z yðtÞC ar ðtÞ

vyðtÞ

var ðtÞ
:

ð9:53Þ

The y(t) which appears in the last derivative defines the dynamic state
of the network. By substituting f 0[u(t C1)] into Equation 9.50 for y(1Ky),
which is the derivative of the hidden output with respect to net input
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for time step t C1,

vyðt C 1Þ

va1ðtÞ
Z f 0ðuðt C 1ÞÞ

vuðt C 1Þ

va1ðtÞ
Z f 0ðuðt C 1ÞÞx1ðtÞ

vyðt C 1Þ

va2ðtÞ
Z f 0ðuðt C 1ÞÞ

vuðt C 1Þ

va2ðtÞ
Z f 0ðuðt C 1ÞÞx2ðtÞ

vyðt C 1Þ

var ðtÞ
Z f 0ðuðt C 1ÞÞ

vuðt C 1Þ

var ðtÞ
Z f 0ðuðt C 1ÞÞ yðtÞC ar ðtÞ

vyðtÞ

var ðtÞ

" #
:

ð9:54Þ

Let’s denote pðtÞZ vyðtÞ
var ðtÞ. Then pðt C1ÞZ vyðtC1Þ

var ðtC1Þ. By making
pðt C1ÞZ vyðtC1Þ

var ðtC1Þ z
vyðtC1Þ
var ðtÞ , it is possible to write p(t C1) using p(t) and

the last expression in Equation 9.54 as

pðt C 1Þ Z f 0ðuðt C 1Þ½yðtÞC ar ðtÞpðtÞ�: ð9:55Þ

Therefore, the error derivative with respect to the recurrent weights from
Equation 9.51, Equation 9.54, and Equation 9.55 is

vEðt C 1Þ

var ðtÞ
Z pðt C 1Þbðt C 1Þpðt C 1Þ: ð9:56Þ

For a given weight update, p(t) (see Equation 9.55) must be known.
Because initially y(0) is not available, p(0) is assumed to be zero,
making the initial gradient zero. In the next time step, p(t C1) is
needed, but it has already been calculated by Equation 9.55 in the
previous step and can therefore be used recursively as a delayed
gradient during each step to update the recurrent weight.

Now that all of the gradients are known, the weight update can be
performed in the usual way. For the output neuron,

Dbðt C 1Þ ZK31pðt C 1Þy ðt C 1Þ ð9:57Þ

where 31 is the learning rate for output weights. For the regular hidden
neuron weights and the recurrent weight, the weight updates are

Da1ðtÞ ZK32 pðt C 1Þbðt C 1Þf 0ðuðt C 1ÞÞx1ðtÞ

Da2ðtÞ ZK32 pðt C 1Þbðt C 1Þf 0ðuðt C 1ÞÞx2ðtÞ

Dar ðtÞ ZK32 pðt C 1Þbðt C 1Þpðt C 1Þ

ð9:58Þ

where 32 is the learning rate for hidden neuron weights.
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The weight update can be done in either incremental or batch mode. In
incremental mode, the weights are updated at each time step using the
procedure described. In batch update, the total error over all time steps Etotal

is minimized, and the cost function is obtained as

Etotal Z
XT

tZ0

Eðt C 1Þ ð9:59Þ

and the weight change would be based on the total accumulated error
gradient for each weight. The weights are updated after the whole input
series has been processed by the network. In batch mode, the error
derivative d is replaced by dmZ

P
i

vE
vw


 �m
i where i denotes the input

pattern number and m is the epoch number. The weight change for any
given weight would be the average of the required weight changes
for all input patterns n in the series. Thus the weight change can be
written as

D �b Z
XT

tZ0

Dbðt C 1Þ

D �a Z
XT

tZ0

DaðtÞ

D �ar Z
XT

tZ0

Dar ðtÞ

ð9:60Þ

where the bar above the letter indicates the summed original weight
changes. The new weights are obtained by adding the weight changes
to the original weights.

9.7.1.4 Network Training Example: Hand Calculation

Now a hand calculation will be performed to illustrate the training of
the above network (Figure 9.49). A three-step time-series from the furnace
problem (Section 9.2.1 and Section 9.3.2) will be used, in which the next
temperature of an electric furnace must be accurately forecasted from the
current temperature and electric current. The output from the hidden
neuron is fed back to a context unit that sends it as a delayed input back to
the hidden neuron. The profiles of current and temperature for the furnace
are given in Figure 9.3; as the figure shows, the current is increased in steps
to regulate the temperature.

The first three input patterns and the corresponding outputs are given
below; T denotes temperature and C denotes current, and these are the
inputs x1(t) and x2(t), respectively. The desired output at the current step
T (t C1) becomes the input in the next step.
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x1 Z T ðtÞ x2 Z CðtÞ zðt C 1Þ Z T ðt C 1Þ

Step 1 7:3047 0:7019 7:2852

Step 2 7:2852 1:0193 7:2632

Step 3 7:2632 0:6555 7:2876

Assume the following initial random weights: a1(1)Z0.7; a2(1)ZK0.8;
ar(1)Z0.6; b(2)Z0.7; y1Z0.5 and the constant learning rates 31Z32Z0.5.

Step 1. Using Equation 9.40 and Equation 9.41, previously derived in
Section 9.7.1.3, u(t C1), y(t C1), and z(t C1) are obtained as follows:

uðt C 1Þ Z a1ðtÞx1ðtÞC a2ðtÞx2ðtÞC ar ðtÞyðtÞ

uð2Þ Z a1ð1Þx1ð1ÞC a2ð1Þx2ð1ÞC ar ð1Þyð1Þ

Z 0:7 ! 7:3047K 0:8 ! 0:7019 C 0:6 ! 0:5 Z 4:8517;

yðt C 1Þ Z f ðuðt C 1ÞÞ Z
1

1 C ExpðKuðt C 1ÞÞ

yð2Þ Z
1

1 C ExpðKuð2ÞÞ
Z

1

1 C ExpðK4:8517Þ
Z 0:9922;

vðt C 1Þ Z bðt C 1Þyðt C 1Þ Z 0:7 ! 0:9922 Z 0:6946;

zð2Þ Z vð2Þ Z 0:6946:

Denoting the MSE by E(tC1):

Eðt C 1Þ Z fðTargetðt C 1ÞK zðt C 1Þ2g=2

Eð2Þ Z fðTargetð2ÞK zð2Þ2g=2

Z fð7:2852K 0:6946Þ2g=2 Z 21:72:

Weight adjustment. The output neuron weight (Equation 9.45a and
Equation 9.45b, and Equation 9.57) is

pðt C 1Þ Z ½zðt C 1ÞK Targetðt C 1Þ�zðt C 1Þð1K zðt C 1ÞÞ;

pð2Þ Z ½ðzð2ÞK Targetð2Þ� ! zð2Þ ! ð1K zð2ÞÞ

Z ð0:6946K 7:2852Þ ! ð0:6946Þ ! ð1K 0:6946Þ

ZK1:398;
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Dbðt C 1Þ ZK31pðt C 1Þyðt C 1Þ;

Dbð2Þ ZK31 ! pð2Þ ! yð2Þ ZK0:5 ! ðK1:398Þ ! 0:9922 Z 0:6936;

bð3Þ Z bð2ÞC Dbð2Þ Z 0:7 C 0:6936 Z 1:3936:

The hidden-neuron weights (Equation 9.58) are:

Da1ðtÞ ZK32pðt C 1Þbðt C 1Þf 0ðuðt C 1ÞÞx1ðtÞ

Da2ðtÞ ZK32pðt C 1Þbðt C 1Þf 0ðuðt C 1ÞÞx2ðtÞ

Dar ðtÞ ZK32pðt C 1Þbðt C 1Þpðt C 1Þ;

Da1ð1Þ ZK32 ! pð2Þ ! bð2Þ ! yð2Þ ! ð1K yð2ÞÞ ! x1ð1Þ

Z ðK0:5Þ ! ðK1:398Þ ! ð0:7Þ ! ð0:9922Þ ! ð1K 0:9922Þ ! 7:3047

Z 0:0275;

a1ð2Þ Z a1ð1ÞC Da1ð1Þ Z 0:7 C 0:0275 Z 0:7275;

Da2ð1Þ ZK32 ! pð2Þ ! bð2Þ ! yð2Þ ! ð1K yð2ÞÞ ! x2ð1Þ

Z ðK0:5Þ ! ðK1:398Þ ! ð0:7Þ ! ð0:9922Þ ! ð1K 0:9922Þ ! 0:7019

Z 0:00264;

a2ð2Þ Z a2ð1ÞC Da2ð1Þ ZK0:8 C 0:00264 ZK0:7973;

Dar ð1Þ ZK32 ! pð2Þ ! bð2Þ ! pð2Þ:

From Equation 9.55, repeated below:

pðt C 1Þ Z f ’ðuðt C 1Þ½yðtÞC ar ðtÞpðtÞ�

pð2Þ Z yð2Þ ! ð1K yð2ÞÞ ! ½ yð1ÞC ar ð1Þpð1Þ�:

The values for p(1) and y(1) must be initialized to start the training
process. Assuming that p(1)Z0 and using y(1)Z0.5 from Step 1:

pð2Þ Z 0:9922 ! ð1K 0:9922Þ ! ½0:5 C 0:6 ! 0� Z 0:00385:

Therefore,

ar ð1Þ Z ðK0:5Þ ! ðK1:398Þ ! 0:7 ! 0:00385 Z 0:00188

ar ð2Þ Z ar ð1ÞC Dar ð1Þ Z 0:6 C 0:00188 Z 0:60188:
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The weights and parameters carried forward to Step 2 are

a1ð2Þ Z 0:7275; a2ð2Þ ZK0:7973; ar ð2Þ Z 0:60188;

pð2Þ Z 0:00385; yð2Þ Z 0:9922;

bð3Þ Z 1:3936:

Step 2. Using the results from Step 1, the inputs, and desired output
yields

uð3Þ Z a1ð2Þx1ð2ÞC a2ð2Þx2ð2ÞC ar ð2Þyð2Þ

Z 0:7275 ! 7:2852K 0:7973 ! 1:0193 C 0:6019 ! 0:9922

Z 5:0863;

yð3Þ Z f ðuð3ÞÞ

Z
1

1 C ExpðKuð3ÞÞ
Z

1

1 C ExpðK5:0863Þ
Z 0:9938;

vð3Þ Z bð3Þyð3Þ Z 1:3936 ! 0:9938 Z 1:3851;

zð3Þ Z vð3Þ Z 1:3851;

Eð3Þ Z fTargetð3ÞK zð3Þ2g=2

Z fð7:2632K 1:3851Þ2g=2 Z 17:276:

Weight adjustment. The output neuron weight is

pð3Þ Z ½zð3ÞK Targetð3Þ� ! zð3Þ ! ð1K zð3ÞÞ

Z ð1:3851K 7:2632Þ ! ð1:3851Þ ! ð1K 1:3851Þ

Z 3:1351;

Dbð3Þ ZK31 ! pð3Þ ! yð3Þ

ZK0:5 ! ð3:1351Þ ! 0:9938 ZK1:5579;

bð4Þ Z bð3ÞC Dbð3Þ

Z 1:3936K 1:5579 ZK0:1643:
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The hidden neuron weights are

Da1ðt C 1ÞZK32 pðt C 1Þbðt C 1Þf ’ðuðt C 1ÞÞx1ðtÞ

Da2ðt C 1ÞZK32 pðt C 1Þbðt C 1Þf ’ðuðt C 1ÞÞx2ðtÞ

Dar ðt C 1ÞZK32 pðt C 1Þbðt C 1Þpðt C 1Þ�;

Da1ð2ÞZK32 ! pð3Þ! bð3Þ! yð3Þ! ð1Kyð3ÞÞ! x1ð3Þ

Z ðK0:5Þ! ð3:1351Þ! ð1:3936Þ! ð0:9938Þ! ð1K0:9938Þ! 7:2852

ZK0:0973;

a1ð3ÞZa1ð2ÞC Da1ð2Þ

Z0:7275K0:0973 Z0:6301;

Da2ð2ÞZK32 ! pð3Þ! bð3Þ! yð3Þ! ð1Kyð3ÞÞ! x2ð2Þ

Z ðK0:5Þ! ð3:1351Þ! ð1:3936Þ! ð0:9938Þ! ð1K0:9938Þ! 1:019

ZK0:0136;

a2ð3ÞZa2ð2ÞC Da2ð2Þ

ZK0:7973K0:0136 ZK0:8109;

Dar ð2ÞZK32 ! pð3Þ! bð3Þ! pð3Þ;

pðt C 1ÞZ f 0ðuðt C 1Þ½yðtÞC ar ðtÞpðtÞ�;

pð3ÞZyð3Þ! ð1Kyð3ÞÞ! ½yð2ÞC ar ð2Þpð2Þ�;

pð3ÞZ0:9938 ! ð1K0:9938Þ! ½0:9922C 0:6019 ! 0:00385�Z0:0061:

Therefore,

Dar ð2ÞZ ðK0:5Þ! ð3:1351Þ! 1:3936 ! 0:0061 ZK0:0133;

ar ð3ÞZar ð2ÞC Dar ð2ÞZ0:60188K0:0133 Z0:58859:

The weights and parameters carried forward to Step 3 are

a1ð3ÞZ0:6301; a2ð3ÞZK0:8109; ar ð3ÞZ0:5886;

pð3ÞZ0:0061; yð3ÞZ0:9938;

bð4ÞZK0:1643:
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Repeating the process for input three yields the following:

uð4ÞZ4:6303; yð4ÞZ0:9903; vð4ÞZzð4ÞZK0:1627; Eð4ÞZ27:75;

Dbð4ÞZK0:6978;

bð5ÞZK0:8621; pð4ÞZ1:409; Da1ð3ÞZ0:00804; a1ð4ÞZ0:6382;

Da2ð3ÞZ0:00072;

a2ð4ÞZK0:8102; Dar ð3ÞZ0:0011; að4ÞZ0:5897:

The MSEs for the three iterations are [(21.72C17.276C27.75)/3]Z
22.24.

9.7.1.5 Recurrent Learning Network Application Case
Study: Rainfall Runoff Modeling

Estimating and forecasting rainfall runoff is important for stream flow
forecasting, flood management, reservoir operation, and watershed
management. In watersheds with high mountains and steep slopes, heavy
rainfalls can flood downstream cities within a few hours. These watershed
rainfall runoff processes can be quite complex, highly nonlinear, and
dynamic in nature, posing serious challenges to flood forecasting. This
complexity is due mainly to the interaction of a number of complex rainfall
runoff processes in a watershed.

Chiang et al. [14] compare static feedforward and recurrent networks for
rainfall runoff modeling in Taiwan where thunderstorms and typhoons,
which occur around four times per year, can bring heavy rainfalls, creating
flashfloods in a matter of hours. The data has been collected from four
rainfall gauges and a stream-flow station along a major river in Taiwan. The
hourly data obtained from 1981 to 2000 consist of 23 storm events and 1632
observations. The dataset was divided into four cases with differing data
length, storm events, and so on. Case 1 and case 2 have 15 storm events in
training and three in the testing set. Cases 3 and 4 include only six storm
events in training but 11 in the testing set. Each case has a different length of
data records; cases 1 and 2 include more training data than do cases 3 and 4.
Thus cases 3 and 4, which contain less data but more events in the testing set
than in the training set, require a network to learn using less data and then
make forecasts for unknown events in the testing set. Each case also
included a validation dataset. Validation data is used to reduce overfitting;
test data is used to assess the performance of a model.

Figure 9.50 shows the architecture of the recurrent network used in this
case study, called a real time recurrent learning (RTRL) network. The
network has only five inputs, four current rainfall measurements and one
stream flow reading. The current values were used because of the short
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timeframe involved in flash flooding. The hidden layer contains five
neurons using sigmoid activation functions.

To assess and compare models, three criteria were used: MAE, RMSE,
and RMAE. These measures are described in Section 9.3.3.1.

Two training algorithms were compared for the focused, time-lagged
feedforward networks: A standard backpropagation and conjugate gradient,
a second-order error minimization method [4]. The number of hidden
neurons was determined by trial and error. For static networks, the inputs
must be selected prior to modeling, because the next outcome usually
depends on the current outcome and its lags, as well as the lags of other
important input variables.

Four input schemes were tested:

(1) The current value of the four rainfall measurements and the stream
flow (5 inputs)

(2) The current value and one lag of the four rainfall measurements and
the stream flow (10 inputs)

(3) The current value and two lags of the four rainfall measurements
and the stream flow (15 inputs)

(4) The current value and three lags of the four rainfall measurements
and the stream flow (20 inputs)

The results for case 1 have shown that both the standard back-
propagation and conjugate gradient (CG) methods provided the best results

ŝt + 2

S(t )

y1(t + 1) y5(t + 1)

R4(t )R1(t ) R3(t )R2(t )

Figure 9.50 The architecture of the real-time recurrent learning (RTRL) network
for rain-fall runoff forecasting (From Chiang Y.M., Chang L.C., and Chang F.J.,
Journal of Hydrology, 290, 2004, 297.)

Neural Networks for Time-Series Forecasting & 501



using 15 inputs consisting of two lags. This provides evidence that the
average lag time is no more than 3 hours. However, CG is superior to
backpropagation in terms of error criteria. For example, the MAE and RMSE
based on test data for CG are 48 and 105, whereas for standard back
propagation, these measures are 90 and 171. This indicates that the error
from CG is about half of that from BP. BP provides best performance with 11
hidden neurons, whereas CG uses only 5 hidden neurons, indicating the
effect of the learning method.

To compare a CG-based method with recurrent network performance,
five neurons were used in the hidden layer of the recurrent network. The
rest of the analysis was conducted using feedforward networks with 15
inputs and a CG learning method only. The results for the recurrent network
and a feedforward network based on CG are superimposed on actual
observations in Figure 9.51 and Figure 9.52; RTRL refers to recurrent
network, CG refers to conjugate gradient.

The results in Figure 9.51 and Figure 9.52 indicate that the RTRL
outperforms the feedforward network in forecasting peak performance in all
cases, which is an important outcome because peak flow estimates for a
typhoon are critical for flood management. For cases 1 and 2, in which the
training includes more events than the testing set, error measures are
slightly smaller for CG.However, for case 3 and case 4,whichhave less data in
the training set and more unknown events in the testing set, RTRL has smaller
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Figure 9.51 Forecasted and observed stream flow for the test period for case 1.
(From Chiang, Y.M., Chang, L.C., and Chang, F.J., Journal of Hydrology, 290, 297,
2004. With permission from Elsevier.)
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error measures, indicating that RTRL is robust in capturing general underlying
temporal dynamics in the data so that even unseen events can be forecast
with more reliability. The error measures for the hourly forecasts for case 4
are shown in Table 9.4, along with the observed peak flow Qp and the
forecast peak flow Q̂p. The table indicates that RMAE for RTRL on test data is
only 65 percent of that from the feedforward network based on CG.

9.7.1.6 Two-Step-Ahead Forecasting with Recurrent Networks

In many practical engineering problems, such as flood warning systems and
reservoir operation, it is crucial that the models provide multistep-ahead
forecasts. The problem with multistep-ahead prediction is that, due to the
absence of future data, a network has to rely on its own predictions at time t
to forecast the outcomes at time tC1, and so on. The error in successive
steps accumulates, thereby making multistep-ahead predictions more
challenging than single-step predictions. Single-step-ahead recurrent
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Figure 9.52 Observed and forecasted stream flow in the vicinity of peak flow:
(a) case 1, (b) case 2, (c) case 3 and (d) case 4. (From Chiang, Y.M., Chang, L.C., and
Chang, F.J., Journal of Hydrology, 290, 297, 2004. With permission from Elsevier.)
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networks can be modified to perform multistep prediction. For example, by
choosing the output at time t C2 for the output and choosing inputs at
time t, an RTRL can be easily modified to get the desired two-step-ahead
prediction. The algorithm is the same as that for single-step-ahead
forecasting, except that the output for time t C2, instead of t C1, as was
used for single-step prediction.

The architecture of this recurrent network is shown in Figure 9.53. The
weights are adjusted using the procedure for one-step-ahead forecasting.

Table 9.4 Error Measures for a Feedforward Network with
Conjugate Gradient (CG) Learning and RTRL for Case 4

Observed
Peak Flow

Predicted
Peak Flow MAE RMAE RMSE

Training:

CG 2916 2725 40 0.082 70

RTRL 2818 47 0.097 84

Validation:

CG 3020 2739 54 0.107 112

RTRL 2755 37 0.074 78

Testing:

CG 3640 2790 113 0.168 249

RTRL 3315 74 0.110 158

Source: From Chiang, Y.M., Chang, L.C., and Chang, F.J., Journal of
Hydrology, 290, 297, 2004. With permission from Elsevier.
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Figure 9.53 Real-time recurrent learning (RTRL) architecture for two-step-ahead
forecasting.
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The difference is that, in one-step-ahead RTRL, the hidden to output layer
performs a simultaneous mapping process i.e., from y(t C1) to z(t C1), but
in the two-step-ahead RTRL, the hidden-output layer performs one-step-
ahead mapping from y(t C1) to z(t C2).

9.7.1.7 Real-Time Recurrent Learning Case Study: Two-Step-Ahead
Stream Flow Forecasting

Chang et al. [15] used a recurrent network for two-step-ahead stream flow
forecasting into a major river in Taiwan. Because a power plant operates on
the river, accurate forecasting is extremely important. As discussed earlier in
Section 9.7.1.5, the high peak flows due to typhoons and heavy rainfall can
create flash floods in cities downstream in a matter of just a few hours;
however, typhoons are a major source of water.

The recurrent network takes five inputs consisting of the current four
readings of rainfall gauges [R1(t), R2(t), R3(t), and R4(t)], and one reading of
stream flow S(t), and forecasts the stream flow two steps ahead Ŝðt C2Þ,
which is an estimate of the actual flow S(t C2). The network configuration is
shown in Figure 9.54. The network has five hidden neurons and is trained
using learning rates of 0.4 and 0.8 for the output layer weights and hidden
layer weights, respectively.

For comparison, an additional model has been trained: a linear
autoregressive moving average with exogenous variables (ARMAX) model
using the current value and two lags of rainfall, current stream flow, and
error e at time t C1, as given in Equation 9.61.

ŝt + 2

S(t)

y1(t +1) y5(t +1)

R1(t)R2(t) R3(t) R4(t)

Figure 9.54 Two-step-ahead RTRL configuration for stream-flow forecasting.
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Ŝðt C 2Þ Z a1Ŝðt C 1ÞC a2SðtÞC
X2

iZ0

b1iR1ðtK iÞC
X2

iZ0

b2iR2ðtK iÞ

C
X2

iZ0

b3iR3ðtK iÞC
X2

iZ0

b4iR4ðtK iÞC c1eðt C 1Þ ð9:61Þ

where ŜðtC2Þ and ŜðtC1Þ are the estimated stream flow for time steps t C2
and tC1, respectively, S(t) is the observed stream flow at time t, R1(tKi),
R2(tKi), R3(tKi), R4(tKi) are the rainfall from the four gauges at time tKi,
respectively, and e(t C1) is the model error at time t C1. The model
parameters ai, bij, and c1 are to be obtained from linear least-
squares estimations.

The error measures used to compare models were MSE and MAE, as
previously described in Section 9.3.3.1, and an additional measure of the
quality of the fit with respect to a benchmark Gbench, expressed as

Gbench Z 1K

Pn
iZ1

ðQi K Q̂iÞ
2

Pn
iZ1

ðQi K ~QiÞ
2

ð9:62Þ

where Qi is the observed flow, Q̂i is the forecast flow in step i, and ~Qi is the
previous observed flow used in step i, which, in this case, is QiK2. The
Gbench measure compares the current error with respect to the difference
between the current and previously observed values. In other words, it
compares the model with a benchmark model which has the previous
observed value as output. A higher Gbench value indicates that the model is
better than the benchmark.

It was found that RTRL can approximately predict stream flow 2 h in
advance after 30 training steps. Both RTRL and ARMAX models were
then tested on data from six different years. Table 9.5 shows the summary
of the results, which indicates that RTRL has outperformed ARMAX for all
years in terms of error measures and peak flow predictions. The
predictions for the year 2000 are shown in Figure 9.55, in which the
period affected by the typhoon is highlighted. The observed peak flow is
1150 (m3/s or cm s), the RTRL predicted flow is 923 cms and the ARMAX
prediction is 859 cm s. The Gbench for RTRL is 0.221, which is much higher
than that for ARMAX (0.017), indicating that the RTRL predictions are
better overall.
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Figure 9.55 Forecast for year 2000 highlighting the typhoon affected period.
(From Chang, F.J., Chang, L.C., and Huang, H., Hydrological Processes, 16, 257,
2002. With permission. Copyright John Wiley & Sons Ltd.)

Table 9.5 Annual Mean Observed Stream Flow Q0, Observed Annual Peak
Flow Qp, Estimated Peak Flow Qp and Error Measures for Six Years

ARMAX Two-step RTRL

Year Q0 Qp MAE RMAE Q̂p Gbench MAE RMAE Q̂p Gbench

1995 19.01 105 0.440 0.023 101 0.209 0.388 0.020 96 0.266

1996 24.04 1090 0.886 0.037 987 0.036 0.676 0.028 1089 0.376

1997 24.04 798 0.925 0.038 667 0.009 0.757 0.031 762 0.192

1998 32.24 713 1.090 0.034 677 0.037 0.918 0.028 691 0.338

1999 21.55 203 0.738 0.034 194 0.138 0.686 0.032 194 0.217

2000 33.92 1150 1.658 0.049 859 0.017 1.548 0.046 923 0.221

Source: From Chang, F.J., Chang, L.C., and Huang, H., Hydrological Processes, 16,
257, 2002. With permission. Copyright John Wiley & Sons Ltd.
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9.7.2 Recurrent Networks with Output Feedback

When the output is fed back as input after one unit time delay, this yields
another variant of the partially recurrent network, known as a Jordan
network [5]. A schematic diagram of this network is shown in Figure 9.11a.
In this network, output at time t is fed back as input at time tC1. This
network also builds an autoregressive model with input lags, but owing to
the processing in the output layer, it can create more complex
autoregressive structures. The portion of the output that is fed back can
be controlled using a constant between zero and one for the feedback loop.
If the weight is one, the total output is fed back; otherwise, only a portion of
the output is propagated. This delayed output is presented as input to the
hidden layer via connections represented by recurrent weights. During
training, these are updated in the same way as the regular weights.

9.7.2.1 Encapsulating Long-Term Memory in Recurrent Networks
with Output Feedback

This section will study a small network with one linear hidden and one
output neuron, shown in Figure 9.56, to illustrate how memory is built into
recurrent networks with output feedback. (Linear processing is used only
for simplicity of illustration; nonlinear processing endows the network with
the power to model any complex nonlinear time-series). At time step t, the
external input xt and the previous network output zt are concatenated and
presented as input. In response, the network produces the hidden neuron
output yt C1 for the next time step t C1 and the output neuron output zt C1,
also for time step t C1. The recurrent weight is ar, the regular weight is a,
and the hidden-output weight is b.

The network output and hidden-neuron processing for input xt is
given by

zt C1 Z byt C1

yt C1 Z arzt C axt

ð9:63Þ

a

ar

zt

xt
zt + 1

yt + 1

b
∑∑

Figure 9.56 An example recurrent network with output feedback to illustrate the
encapsulation of long-term memory.
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Substituting yt C1 into the first expression in Equation 9.63 yields:

zt C1 Z bðarzt C axtÞ ð9:64Þ

This output is fed back through the feedback loop mechanism
with unit time delay to be used as input at the next time step, along with
the corresponding external input, xt C1. The output at the next time step is

zt C2 Z byt C2

yt C2 Z arzt C1 C axt C1:
ð9:65Þ

By substituting ytC2 into ztC2:

zt C2 Z bðarzt C1 C axt C1Þ ð9:66Þ

Because Equation 9.64 yields an expression for zt C1, the network output
can be expressed as

ztC2Zb½ar fbðarzt CaxtÞgCaxtC1�Zb½bðar Þ2zt Cbaraxt CaxtC1�: ð9:67Þ

To clarify the meaning of the output, suppose that bZ0.4, arZ0.2, and
aZ0.3. Substituting these values into the expression for ztC2 yields

ztC2Z0:0064zt C0:0096xt C0:12xtC1: ð9:68Þ

The output is an AR model, in which input lags are recursively
incorporated by the network, with only the current input presented to the
network at any given time. The past history has the form of an exponential
average. For example, the immediate lags have a higher weighting and the
distant lags have a lower weighting, as can be seen from the coefficients for
these lags. The recurrent and output weights determine the weighting in the
exponential averaging process. Thus, the network recursively builds an
autoregressive model for predicting the next output.

When there are more neurons in the hidden layer, they create several
variants of the same autoregressive process. This can help differentiate the
significance of lags during training and can help find the most appropriate
lag structure for the time-series.

Incorporation of nonlinear processing into the network results in NAR
models. For example, if the hidden neuron in the example network has a
nonlinear activation function f, the network output becomes

ztC2 Z b½ f ½arbf ðarzt C axtÞC axtC1��: ð9:69aÞ

where, at each step, the past time lags are nonlinearly processed and
recursively embedded in the long-term memory structure. When the output
layer also uses nonlinear processing, another layer of processing is added to
the network, creating more complex NAR models.
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If no exogenous inputs (other external variables) are used, then the
network depends entirely on its memory of the time-series, along with its
current value. However, in some situations, exogenous variables and
possibly their lags may improve forecasting accuracy and it could therefore
be beneficial to use them in modeling. To represent these external variables,
only their present value is needed because, when concatenated with the
delayed inputs, the network also creates an internal lag structure for them, in
exactly the same way as described for the input xt . This results in a NARx
model. It is also possible to use the network error as an additional input at
each time step. This provides a NARIMA model, which can also use
exogenous inputs (NARIMAx). At each time step, the predicted output and
error are fed back to the input layer for use as inputs at the next step.
The prediction error is obtained by subtracting the model output from the
actual value. The next section includes a case study describing a recurrent
network with output and error feedback, representing a NARIMAx model.
The case study is followed in Section 9.7.2.3 by a detailed description of
learning in a Jordan network.

9.7.2.2 Application of a Recurrent Net with Output and
Error Feedback and Exogenous Inputs: (NARIMAx)
Case Study: Short-Term Temperature Forecasting

Accurate temperature forecasting can be useful in many practical situations.
It can be used in models that require estimates of temperature for
forecasting weather, energy demand, and so on. The outside temperature
is affected by the season, hour, wind, solar intensity, rain, and other factors.
In this case study, reported by Lanza et al. [10] temperature forecasts, useful
for maintaining the internal environment of a building, are made with a
NARIMAx recurrent network. The model configuration is shown in
Figure 9.57. The model has three inputs: The hour (external variable), the
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Tt Tt
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a ˆ

e = Error =

Figure 9.57 NARIMAx recurrent network for temperature forecasting. (From
Lanza, P.A.G. and Cosme, J.M.Z., Engineering Applications of Artificial Intelligence,
15, 459, 2002. With permission from Elsevier.)
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previously predicted temperature, and the prediction error. The output is
the temperature at the next step.

The model includes regular weights associated with the hour, and
recurrent weights associated with the predicted output and error from the
previous step. These weights must be simultaneously updated; the
approach for adjusting recurrent weights is described in detail in the next
section. The same approaches used to train a feedforward network can be
used once the recurrent weights are built into the equations.

The network was trained using two datasets, shown in Figure 9.58. One
temperature profile (PROBEN1) has a very irregular pattern and a
descending trend during the winter. The two datasets are known to have
been used as benchmark test data for building energy predictions.

The data for training were formed using a moving window of 28 hours.
Inputs were normalized between K0.9 and 0.9. Five hidden neurons with
logistic transfer functions and a linear output neuron were used in the
network. The training criterion is the MAE, expressed as

MAE Z
1

n

Xn

tZ1

jT̂ t K Ttj ð9:69bÞ

where n is the total number of hours. The training was conducted using a
random optimization method [11,12]. The basic approach is that an initial
weight increment is randomly selected; if a reduced error is obtained by
performing an update with plus or minus the selected increment, the
weights are updated in the direction of the reduced error. The random
weight increment is extracted from a Gaussian distribution whose center is
also updated with each weight increment in the direction of the weight
update. This process is repeated until the termination criterion is reached.
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Figure 9.58 Temperature profile of two datasets used in forecasting. (From Lanza,
P.A.G. and Cosme, J.M.Z., Engineering Applications of Artificial Intelligence, 15,
459, 2002. With permission from Elsevier.)
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In addition, the weights of the trained network are updated daily during
use; therefore, using the moving window, the inherent nonstationary
behavior of temperature is reflected in the daily updating of weights.
Initially, the network is trained with 1000 epochs to obtain good accuracy in
its first prediction. Then, daily the network is retrained with a smaller
number of epochs. As a validation measure, MAE is checked during each
daily retraining so that the model improves with time. An MAE of about
0.58C or lower is considered adequate.

Alongside the recurrent neural network, a linear ARMAX model was also
developed with the same inputs. This had the form:

T̂ t Z b1HtK1 C a1TtK1 C c1etK1 ð9:70Þ

where H is hour, T̂ is the predicted temperature, T is the observed temper-
ature, and e is the error. The predicted temperature for next time step t
is predicted from the inputs for current step tK1. The coefficients b1, a1,
and c1 are the constants to be determined from the linear least squares.
The MAE for the linear model on the two datasets was 0.5579 and 0.5187,
respectively. These values for the recurrent network were 0.4438 and
0.4242, respectively.

Figure 9.59 shows the results from the recurrent network superimposed
on data for 14 continuous days from the Proben1 dataset. The recurrent
network is depicted by a state space neural network (ssNN), another
name used for networks that use the feedback from the state of the system.
The predictions are very good, irrespective of the irregular temperature
profile, indicating that the forecaster is able to follow the changes
very closely.
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Figure 9.59 Forecasting performance of the recurrent network on dataset 1
(Proben1). (From Lanza, P.A.G. and Cosme, J.M.Z., Engineering Applications of
Artificial Intelligence, 15, 459, 2002. With permission from Elsevier.)
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The MAE for daily updates from the two models (ARIMAX and recurrent
net) for the same dataset is shown in Figure 9.60. Clearly, the recurrent
network error is significantly lower than that for the linear model.

Now that the advantages of a recurrent network with output and error
feedback have been demonstrated, the training of these networks will
be studied.

9.7.2.3 Training of Recurrent Nets with Output Feedback

This section includes a detailed treatment of the learning aspects of
recurrent networks with output feedback; this network structure is referred
to as a Jordan network. [6] Recall that in this network, there are feedback
loops from the output layer to the input layer, as shown in Figure 9.11a and
Figure 9.56, and that the network output at time t is used as an input at time
tC1. Therefore, the network output is recursively embedded in the
temporal structure of the network, as shown in Section 9.7.2.1. The
structure of a Jordan network and a simple network chosen to illustrate
training are shown in Figure 9.61.

The training follows as for the previously presented Elman network, in
which the hidden neuron output is fed back as input (Section 9.7.1).
However, because the delayed input comes from the output layer, the
recurrent weight update must be modified. Other weights are updated
following the usual procedure. The recurrent error derivative can be written
in the form of

vE

var Z
vE

vz

vz

var Z ðzK dÞ
vz

var ð9:71Þ
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Figure 9.60 Comparison of MAE for linear ARMAX and the nonlinear ARMAX
recurrent network for dataset 1 (Proben1). (From Lanza, P.A.G. and Cosme, J.M.Z.,
Engineering Applications of Artificial Intelligence, 15, 459, 2002. With permission
from Elsevier.)
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where z is the network output and d is the desired output. The second
component of Equation 9.71 consists of:

vz

var Z
vz

vv

vv

vy

vy

vu

vu

var Z zð1K zÞb yð1K yÞ
vu

var Z Q
vu

var ð9:72Þ

where QZz(1Kz)by(1Ky). Because

u Z a1x1 C a2x2 C arz ð9:73Þ

the derivative in Equation 9.72 for time t C1 is (note that z is a function of ar)

vzðt C 1Þ

var ðtÞ
Z Qðt C 1Þ

vuðt C 1Þ

var ðtÞ
Z Qðt C 1Þ

v½arzðtÞ�

var ðtÞ

Z Qðt C 1Þ zðtÞC ar ðtÞ
vzðtÞ

var ðtÞ

� �
: ð9:74Þ

Denoting vzðtÞ
var ðtÞZFðtÞ and assuming that:

vzðt C 1Þ

var ðtÞ
z

vzðt C 1Þ

var ðt C 1Þ
Z Fðt C 1Þ: ð9:75Þ

Equation 9.74 can be written as

Fðt C 1Þ Z Qðt C 1Þ½zðtÞC ar ðtÞFðtÞ�: ð9:76Þ

Therefore, the error derivative with respect to recurrent weight ar from
Equation 9.71 is

vEðt C 1Þ

var ðtÞ
Z ðzðt C 1ÞK dðt C 1ÞÞ

vzðt C 1Þ

var ðtÞ

Z ðzðt C 1ÞK dðt C 1ÞÞFðt C 1Þ: ð9:77Þ
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Figure 9.61 Jordan network configuration: (a) generic network structure and (b) a
simple network selected to illustrate training.
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Therefore, the recurrent weight update is

Dar ðtÞ ZK32

vEðt C 1Þ

var ðtÞ
ZK32ðzðt C 1ÞK dðt C 1ÞÞFðt C 1Þ: ð9:78Þ

As for the Elman network, the value of F(t) at time Step 1 is assumed to
be zero. At the next step, it is replaced by F(tC1), which is calculated from
Equation 9.76.

9.7.3 Fully Recurrent Network

When both the output layer and the hidden layer feed their delayed outputs
back to themselves, a more complex network is obtained. This structure is
shown in Figure 9.11c, in which two levels of feedback are illustrated.
A conceptual diagram and a small example network are demonstrated in
Figure 9.62 to highlight the features of this network.

The recurrent network shown in Figure 9.62b includes a context unit at
the hidden layer level to store the delayed output of the network until it is
presented as input at the next time step. It also includes a context unit at the
level of the input layer for temporary storage of the hidden neuron output.
As before, the recurrent weights are denoted by a subscript r. At a particular
instance of time, both the actual inputs and the delayed hidden neuron
outputs are fed as input into the hidden layer. Similarly, the actual hidden-
neuron output and the delayed output of the output neuron are fed as inputs
to the output neuron. This process is repeated in a time-linked manner in
which both the hidden neuron and the output neuron are linked to
themselves (feed themselves) at each iteration.

Z (t + 1)
Z(t + 1)

x1(t ) x2(t ) x1(t ) x2(t )

a2(t )a1(t )

y(t + 1)

b(t + 1)

ar (t )

br (t + 1)

(a) (b)

Figure 9.62 Fully recurrent network with feedback loops from both the output
and the hidden layer feeding delayed outputs back to themselves: (a) conceptual
diagram and (b) a small example network illustrating the operation of the network
with two levels of feedback.
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The output of the hidden neurons is produced in a way similar to that
previously presented for the Elman network. The output now includes an
extra input: Its own delayed output. The weighted sum v and output z of the
output neuron for time t C1 are:

v ðt C 1Þ Z bðt C 1Þy1ðt C 1ÞC br ðt C 1ÞzðtÞ

zðt C 1Þ Z f ðv ðt C 1ÞÞ
ð9:79Þ

In this network, a long-term history is captured at both the hidden and
output layer levels. At the hidden layer level, the current state is combined
with the previous state, which is the delayed output of the hidden neurons,
fed as input through the recurrent connections. This way, at every time step,
the network sees the whole history embedded in the previous state of the
network. At the output layer level, the output neuron(s) sees it own output
recursively fed as delayed input; therefore, at each time step, it also sees the
whole history of its output embedded in its delayed input. Thus, this
network creates a complex, dynamic structure for embedding temporal
characteristics in the data.

Because there is a recurrent connection to the output neuron, it has to be
adjusted. The method used to do this is similar to that used for adjusting the
recurrent weight to the hidden neuron. Because this is the only new
addition, only the adjustment of the hidden-output recurrent weight is
shown here.

The net input v(t C1) to the output neuron is

vðt C 1Þ Z bðt C 1Þyðt C 1ÞC br ðt C 1ÞzðtÞ ð9:80Þ

where z(t) is the previous output of the network. The network output is
z(t C1)Z f (v(t C1)).

The error derivative with respect to the output layer weights, removing
time for clarity, is

vE

vb
Z

vE

vz

vz

vv

vv

vb
ð9:81Þ

where the first term is equal to (dKz). The second two terms can be
expressed as

vz

vb
Z

vz

vv

vv

vb
ð9:82Þ

which, for the recurrent connection with time incorporated, is

vzðt C 1Þ

vbr ðt C 1Þ
Z

vzðt C 1Þ

vvðt C 1Þ

vvðt C 1Þ

vbr ðt C 1Þ

Z zðt C 1Þð1K zðt C 1ÞÞ zðtÞC br ðt C 1Þ
vzðtÞ

vbr ðt C 1Þ

� �
: ð9:83Þ
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Denoting the last derivative on the right-hand side of the expression in
Equation 9.83 by P(t C1),

Pðt C 1Þ Z
vzðtÞ

vbr ðt C 1Þ
:

Assuming that vzðtC1Þ
vbr ðtC1Þ z

vzðtC1Þ
vbr ðtC2ÞZPðt C2Þ, we have:

Pðt C 2Þ Z zðt C 1Þð1K zðt C 1ÞÞ½zðtÞC br ðt C 1ÞPðt C 1Þ�: ð9:84Þ

Therefore, the recurrent weight update incorporating Equations 9.84
and 9.81 is

Dbr ZK31ðdðt C 1ÞK zðt C 1ÞPðt C 2Þ: ð9:85Þ

Using an initial guess for P(tC1), the required P(tC2) can be
recursively calculated from Equation 9.84 for the rest of the steps, as was
done for the hidden recurrent weight. The update of the regular output
neuron weights follows the usual procedure.

9.7.3.1 Fully Recurrent Network Practical Application Case Study:
Short-Term Electricity Load Forecasting

In electricity generation, short-term load (power) forecasts (STLF), ranging
from 1 hour to one week are desired so that generation can be adapted to
meet the demand of the customers. The STLF has significant effects on power
systemoperations, because forecast errors result in increasedoperation costs.
Therefore, it is extremely important to forecast with low error. Although there
is a daily pattern to load demand, the visual observation of the demand over
time shows different characteristics. Therefore, it is difficult to design a single
model to cover all such characteristics. Data clustering can be a useful
approach in such situations. Topalli and Erkmen [16] propose a hybrid
clustering and fully recurrent network approach for short-term load
forecasting; a summary of their work is presented here to illustrate the
performance of fully recurrent networks (FRNN). The hourly data for each
day is clustered such that each cluster contains the load demand for a
particular hour. Thus, there are 24 clusters, corresponding to the 24 hours in a
day. A fully recurrent network is developed for each cluster. To forecast one
day in advance for a specific hour, the present and previous two days’ load for
that hour are used as input. The day of the week is also given as input to the
model, to account for variations in daily characteristics. This approach to
model development is shown in Figure 9.63.

For the 24 hours, 24 fully recurrent networks are trained. The learning
rate is 0.5, and the hidden neuron uses a sigmoid activation function.
Training is done with data from the year 2000 and the model is tested on
data from the year 2001. The average training error over all clusters is
2.31 percent. The model is tested on three cases.
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(1) Forecasting with the static model. In this model, the fixed static
weights obtained from training are used in forecasting. The real-time
application using data from the year 2001 produces an average
forecast error of 2.717 percent.

(2) Off-line learning followed by continuous real-time weight adjust-
ment during forecasting. In this case, the trained model is used in
forecasting, but the weights are continually adjusted using the 2001
data. The average error is 2.453 percent, which is about 10 percent
lower than that obtained using fixed weights. This indicates the

Hourly data

Day 1 Day 2 Day 24

FRNN1 FRNN2 FRNN24

z1
t + 1 z2

t + 1 z24
t + 1

Figure 9.63 Data clustering and subsequent development of multiple FRNNs.
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Figure 9.64 Actual and forecasted hourly power demand from an FRNN using
on-line learning subsequent to off-line learning for the day with the least error in
2001. (From Topalli, A. and Erkmen, I., Neurocomputing, 51, 495, 2003. With
permission from Elsevier.)
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advantage of continual weight adjustment. The day with the best
performance had 0.698 percent error, as shown in Figure 9.64. Thus,
the hybrid off-line learning, followed by real-time learning, yields
better results because it takes advantage of the new data. Because
the near-optimal weights are available prior to forecasting, the
model can adapt to real situations quickly with fewer oscillations
due to abrupt environmental changes.

(3) Real-time learning and forecasting. In this case, the model begins
with random weights and uses data from the year 2001 for real-time
learning, and does not use prior (off-line) learning at all. This model
predicts and learns at the same time. The average error for the
24 models is 9.534 percent, much higher than the hybrid model with
off-line and subsequent on-line learning. This shows the impossi-
bility of starting a real-time application with non-trained networks.
The model takes longer to respond to real situations, with more
oscillations due to abrupt environmental changes.

(4) Effect of clustering. To test the effect of clustering, all data without
clustering is used to model a recurrent network. The training error
on data from the year 2000 is 10.645 percent; the real-time applica-
tion using data from 2001 yields an error of 12.96 percent. These are
much higher than the errors for all the above cases in which a
single model was used for each hour. The error is even higher than
that for the simultaneous real-time learning and forecasting shown in
Case 3, in which no trained model was used. Thus, clustering
simplifies the data and models, and makes it possible to achieve
much higher forecasting accuracy than does use of the full dataset.

9.8 Bias and Variance in Time-Series Forecasting

When fitting models to data, it is desirable to find an optimum model that
perfectly captures the trends in the data and generalizes well to unseen data.
This is generally called the bias–variance dilemma. Too little learning makes
a model incapable of representing the data, thereby limiting its power,
which introduces error due to bias. Too much learning makes the model too
rigid, thus making it unable to generalize well, and thereby introducing
error due to variance or overfitting. As a data-driven approach to pattern
recognition, neural networks can often suffer from overfitting, as discussed
in detail in Chapter 6. Overfitting results from a network’s ability to fit limited
training data with high accuracy and generalize poorly on unseen data. This
can make a forecasting model unstable and therefore unreliable in real-
world applications [17].

Overfitting is reduced by using cross-validation, also called early
stopping, which is addressed in detail in Chapter 6. In cross-validation,
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the dataset is divided into training and validation sets. The training set is
used to develop the model and the validation set is used to monitor the
effect of overfitting. The validation sample also serves as the basis for final
model selection in cases where several candidate models exist. In many
situations, a third testing sample is also used to assess the capability of the
model for accurate out-of-sample forecasting.

Cross-validation or early stopping has been extensively used in neural
networks and statistical modeling. The limitation of this approach is that it
monitors only overall performance measures such as the Sum of Squared
Error (SSE) or the MSE. Although these are useful in improving overall
generalization performance, they do not shed light on how and why
overfitting problems arise in a particular forecasting model and therefore do
not provide a complete picture of a model’s ability to learn and generalize.
Moreover, the overall measures do not provide much insight into how the
forecasting performance of a model could be improved. For example, they
do not reveal which error component, bias or variance, has a more
degrading effect on the model’s forecasting accuracy (bias is a lack of fit and
variance is overfitting of a model). Therefore, a useful approach would be to
systematically study the time-series forecasting ability of neural networks
from a bias–variance perspective [17]. This can be done by studying the bias
and variance components of MSE.

The total error depicted by MSE can be decomposed into bias and
variance. In a real sense, bias is a measure of the systematic error of a
forecasting model in learning the underlying trends in a time-series.
Variance refers to the stability of models developed from different samples
of data generated by the same physical process; variance therefore provides
a measure of the ability of a model to generalize. Decomposing the total
error into bias and variance components is a useful approach when
investigating the learning and generalization abilities of neural networks.

Bias and variance are important statistical properties of an empirical
model [17]. This is particularly important for time-series problems in which
time-indexed data cannot be replicated and each data point represents one
observation at a particular instance of time. In contrast, in static prediction,
observations can be replicated and more data can be collected from the
same generating process in a static timeframe. Moreover, time-series data is
highly correlated. With the known effects of bias and variance, efforts to
improve model accuracy can be focused on the specified source of error.
These efforts may include improving the model algorithms and the data
handling methods.

AR models are widely used for time-series forecasting. What is the
difference between AR models and neural networks in term of bias and
variance? AR models are parametric, in that the form of the model is
specified before fitting the data, and consequenty they do not overfit, but
can have a large bias due to inadequate modeling capacity. However,
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they have a good ability to generalize because they do not have too much
flexibility. Neural networks, on the other hand, are nonparametric in that
the form of the model is defined by the data, and usually involves some
trial and error. With their flexibility, they can learn too much by relying
on a particular training sample, thereby reducing the bias but rendering
the model sensitive to different samples and thereby increasing the
variance. Using a fixed dataset, it is not possible to improve both bias and
variance, because reducing one leads to an increase in the other.
Cross-validation attempts to find a balance or a trade-off between the two
components, without regard to the relative importance of each to
forecasting accuracy.

9.8.1 Decomposition of Total Error into Bias
and Variance Components

Bias-plus-variance decomposition is well studied in relation to
classification with neural networks [18–20]. Consider a time-series denoted
by:

y Z f ðxÞC 3 ð9:86Þ

where x is the input vector, consisting of lags of y (i.e., y1, y2, etc.), f (x) is
the underlying generating process of the time-series, and 3 is a random
error component. The f (x) is thus the target output. For example, if two
lags are used as input to the network, the first input pattern x1Z(y1, y2)
and the target f (x) is y3. The task of the model is to approximate f (x) in
such a way that it follows f (x) closely while leaving out the error
component. Bias indicates how closely the model follows the actual
pattern, so higher the bias, the lower the ability of the model to capture the
underlying pattern. Variance is a measure of how closely the model
follows the noise. Therefore, high variance means that the model shows
high errors on different samples generated by the same process. A good
model should perform well on all samples obtained from the same
process. To study the bias and variance, therefore, models should be built
and tested on more than one sample.

Given a set of time-series data D consisting of input x and a model f 0(x)
to approximate f (x), the overall MSE for the model on a separate test set
containing N observations is

MSE Z
1

N

XN

iZ1

ð f 0ðxiÞK f ðxiÞÞ
2 ð9:87Þ

where xi is the input vector, which may contain one or more lags, f 0(xi) is
the model output for input vector xi, and f (xi) is the actual or target output
for input vector xi. Suppose that more datasets are generated from the same
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time-series using a different random error generator and that models are
developed to approximate f (x) such that the total number of datasets, and
thus the total number of models, is M. The overall MSE for all the
models calculated on the same test set containing N observations can be
expressed as

MSE Z
1

MN

XM
jZ1

XN

iZ1

ð f 0ðxiÞDj
K f ðxiÞÞ

2 ð9:88Þ

where, Di indicates the dataset number or model number. The bias indicates
how close a model is to the underlying process that generated the data, and
can be expressed as

Bias Z
1

N

XN

iZ1

�f
’
ðxiÞK f ðxiÞ

h i2

Variance Z
1

MN

XM
jZ1

XN

iZ1

f ’ðxiÞDj
K �f

’
ðxiÞ

h i2 ð9:89Þ

where �f
0
ðxiÞ is the average of the predictions from all M models for input

vector xi. The bias measures the average model prediction with respect to the
expected value (mean) for xi. The variance is a measure of the overall
variability of the performance of the models with respect to the average
model performance for input vector xi. Thus with M time-series generated
from the same underlying process, M models are developed; their mean
performance is compared with the target performance in the bias
component, and the overall deviation of each model from the mean of all
models is captured in the variance component. With these two components,
bias and variance can be separated from overall MSE, and the two
components can be studied separately. This approach to generating multiple
datasets and developing models to assess the overall behavior is called Monte
Carlo Simulations, first introduced in this book in Chapter 6 where it is used
for generating weight probability distributions and sensitivity distributions.

9.8.2 Example Illustrating Bias–Variance Decomposition

It is of practical benefit to know what the bias and variance components of a
model are and how they are affected by model parameters such as inputs
and the number of hidden neurons. This section reports an example Monte
Carlo simulation study conducted by Berardi and Zhang [17] to highlight
these aspects of neural networks in time-series forecasting. They generated
data from three different time-series:

(1) Simple autoregressive (AR1) process with one lag:

yt Z 0:7ytK1 C 3t : ð9:90Þ
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(2) Autoregressive Moving Average with two input lags and one error
lag, ARMA (2,1) process:

yt Z 0:6ytK1 C 0:3ytK2 C 3t C 0:53tK1: ð9:91Þ

(3) Smooth Transition Autoregressive (STAR) process:

yt Z 0:3ytK1 C 0:6ytK2 C ð0:1K 0:9ytK1 C 0:8ytK2Þ

! x½1 C ExpðK10ytK1Þ�
K1 C 3t :

ð9:92Þ

In the above process 3t is an independent and i.i.d. normal distribution
with a mean of zero and a standard deviation of 0.01 [i.e., N(0, 0.012)].
Figure 9.65 and Figure 9.66 present two realizations each of the first and
third time-series, given by Equation 9.90 and Equation 9.92.

Berardi and Zhang [17] generated 100 independent time-series (MZ100)
from each process; each series had 200 observations. Furthermore, a smaller
series consisting of 25 observations was extracted from the end of each
series to investigate the effect of smaller sample size. Feedforward (MLP)
neural network models were generated for input lag numbers varying
from one to five and a number of hidden neurons ranging from one to five.
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Figure 9.65 Two realizations of an AR process.
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Figure 9.66 Two realizations of a STAR process.
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A total of 30 random weight initializations and optimizations were
performed for each input lags-hidden neuron parameter combination
based on each of the 100 datasets to obtain the best model. The conjugate
gradient method, a second order training method, was used for training the
networks. From the results, the total error (MSE), bias, and variance were
calculated. An Analysis of Variance (ANOVA) test was first conducted to test
the significance of the input lags for a fixed number of hidden neurons, and
the significance of the hidden neurons for a fixed number of input lags. The
results depended on the type of series, but generally indicated that both
input lags and number of hidden neurons have a significant effect on the
error. As sample size increases, inputs had an even higher significance, as
indicated by the F statistic.

Figure 9.67 shows the overall error, bias, and variance components for
the AR(1) process using varying input lags. The first figure shows results for
an AR1 process modeled with no hidden neurons, using the larger sample
(200 data). Note that AR1 is a linear process; the figure therefore depicts a
linear model used with various lags. It shows that the total error increases
with the number of lags, and that the minimum error is produced by the first
lag. This indicates that the model has identified the correct autocorrelation
structure for this process. The bias is insensitive to lags, but the variance
increases drastically as the number of lags is increased; it is completely
responsible for the total error. Over-specification of lags, therefore, affects
the bias (i.e., learning underlying relationship) very little, but affects the
variance (generalization) greatly. For a smaller sample size, all three error
terms are much higher, as shown in Figure 9.67b. The fact that the bias is
higher indicates the greater difficulty of estimating the correct model using a
smaller sample size.
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Figure 9.67 Absolute model error components for zero hidden neurons for an
AR(1) time-series: (a) sample size 200 and (b) sample size 25. (From Berardi, V.L.
and Zhang, P.G., IEEE Transactions on Neural Networks, 14, 668, 2003. With
permission. Copyright from IEEE Press.)
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Results for the ARMA process (Equation 9.91), which originally had two
input lags and was modeled by a network with one hidden neuron, are
shown in Figure 9.68. The left figure, based on the larger sample, shows that
the bias is high for all lags and that the variance is negligible compared to the
bias. Overall, the error consists almost entirely of bias. This indicates a limited
model that has difficulty capturing the underlying relationship, which
suggests that, for a complex long-term memory ARMA series, input lags alone
may not be sufficient to accurately approximate the underlying generation
process. The bias is smallest for the two-input lags, which correctly reflects
the autocorrelation structure of inputs. However, the original series included
one error lag as an input; its absence in the neural network has led to a high
bias. For the smaller sample (Figure 9.68b), it is evenharder for thenetwork to
model the time-series (note the difference in scales in the two figures), and
both the bias and the variance are higher than in the model generated using a
larger sample size.

For the third time-series (STAR) (Equation 9.92), results for a network
with two hidden neurons are shown in Figure 9.69. The left figure for the
larger sample shows that one lag is not able to capture the underlying
relationship, producing high bias error. This process requires at least two
lags, but over-specification of more lags has little effect on the network’s
performance indicating lack of model complexity. For a smaller sample size
(Figure 9.69b), the bias and variance contribute equally to the error when
the model input is under-specified.

The effect of the hidden neurons, based on the best input lags found in
the previous analysis, is shown in Figure. 9.70 for the AR1 process.

Figure 9.70 shows that the model has learned the underlying linear
relationship without the use of hidden neurons, and that over-specification
of hidden neurons does not affect the error components. For the larger
sample size, the total error consists entirely of variance. Thus, although the
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Figure 9.68 Absolute model error components for one hidden neuron for an
ARMA(2,1) time-series: (a) sample size 200 and (b) sample size 25. (From Berardi,
V.L. and Zhang, P.G., IEEE Transactions on Neural Networks, 14, 668, 2003. With
permission. Copyright from IEEE Press.)
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correct model has been identified, the generalization error (variance across
replications) is high, indicating that, for this model, effort should be
focused on reducing the variance. For the smaller sample size, the bias is
higher than that produced by the larger sample and it is also insensitive to
over-specification of hidden neurons. This indicates that the best model
cannot be found from the smaller sample size. For this sample, variance
accounts for about 80 percent of the total error, the rest being that due
to bias.

Figure 9.71 illustrates how a network with two input lags, to represent
the ARMA (2,1) process, is affected by the number of neurons used. This
original series was generated with two input lags and one error lag, and is a
linear model. Earlier, it was shown that with one hidden neuron, the bias is
the smallest when two input lags are used, but that it is still very high.
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Figure 9.69 Absolute model error components for two hidden neurons for a STAR
time-series: (a) sample size 200 and (b) sample size 25. (From Berardi, V.L. and
Zhang, P.G., IEEE Transactions on Neural Networks, 14, 668, 2003. With
permission. Copyright from IEEE Press.)
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and Zhang, P.G., IEEE Transactions on Neural Networks, 14, 668, 2003. With
permission. Copyright from IEEE Press.)
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The errors are insensitive to the number of neurons, regardless of the
sample size. For the larger sample (Figure 9.71a), the variance is almost zero
and the total error consists entirely of bias, whereas for the smaller sample,
depicted in Figure 9.71b, the variance is larger and the bias comprises about
70 percent of the total error. This shows that the larger sample size has
helped to reduce the variance. The bias dominates in both samples.
Figure 9.71a shows that the model has identified the linear characteristics of
the process because the result for zero neurons is the same as that for other
neurons. However, without all the relevant inputs, the bias remains high,
indicating again that input lags alone are not sufficient to model this process.

Figure 9.72 shows the effect of hidden neurons on the error for the STAR
process, for both larger and smaller sample sizes. Both samples show that a
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Figure 9.71 Effect of hidden neurons on the error terms for an ARMA(2,1) time-
series with two input lags: (a) sample size 200, and (b) sample size 25. (From Berardi,
V.L. and Zhang, P.G., IEEE Transactions on Neural Networks, 14, 668, 2003. With
permission. Copyright from IEEE Press.)
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Figure 9.72 Effect of hidden neurons on the error terms for a STAR time-series
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minimum of two neurons is needed, which indicates that the model has
identified the nonlinear process that was used to generate the data. Over-
specification of neurons does not the effect the errors, but the errors vary for
between two sample sizes. For the larger sample, variance is zero
throughout, meaning that the results across the various samples do not
vary, regardless of the number of neurons. However, owing to a lack of
flexibility in models with zero and one hidden neurons, the bias is higher for
these models but drops to zero for models including two hidden neurons.
Beyond this number of neurons, both the bias and the variance are zero,
indicating perfect model predictions. For the smaller sample, both the bias
and variance are initially higher. The optimum number of neurons (two) is
found when zero bias error is reached, but the variance remains high
throughout. For this model, attention must be focused on reducing the
variance, for example, by increasing the sample size.

This case study shows that both inputs and hidden neurons can
significantly affect the learning of a neural network when forecasting a
time-series. However, the ways in which these two parameters affect
model bias and variance is quite different. Over-specifying input lags does
not affect the bias, but it can impact variance. Under-specification of
either the input lags or the hidden neurons can have a severe negative
effect on model bias, leading to poor forecasting performance. The larger
samples have the advantage of reducing the total error and the effects
of overfitting.

The overall error, as well as its bias and variance components, depends
on the interaction between the sample size and the complexity of the time-
series. For simple models, such as the AR(1) process, variance dominates the
total error, which is greatly influenced by the sample size, with smaller
samples producing a much higher error. For complex processes such as
STAR time-series, the overall error is less affected by the sample size. In
general, for smaller samples, variance becomes the dominant concern. For
larger samples, however, variance is less of a concern, and model bias
should be the major focus.

9.9 Long-Term Forecasting

There are many situations that require a longer-term forecast than simply
one or two steps. Economic and weather forecasts, as well as forecasts for
the demand on resources such as water, energy, and so on, usually have a
long-term horizon. A common problem with time-series forecasting models
is that when they are used recursively for making multistep-ahead
predictions, their long-term forecasts have a low level of accuracy. Estimates
may be reliable for the short term, but are not accurate enough for the long
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term. There may be several reasons for this low accuracy. The environment
in which the model was developed may have changed over time, rendering
current inputs invalid. Another possible explanation is that the model itself
may be inadequate, due to insufficient structure or training of the model, or
to a lack of appropriate data. Low accuracy may also be due to the
propagation of errors that occurs during recursive model predictions. If a
network designed for one-step-ahead forecasting is used recursively
n times for n-steps ahead forecasting, the error in each step can accumulate
beyond acceptable levels. This situation can be improved by training
networks specifically for the purpose of multistep-ahead or long-
term forecasting.

In multistep forecasting, a model must recursively make forecasts for the
n required time steps of tC1, tC2, ., tCn, using only the inputs at time t.
The network relies on its own prediction in one step to recursively predict
the outcome for the next step. In essence, the network learns to look many
steps ahead into the future based solely on current inputs and its own
predictions at each step. During training, the actual output for each step is
available from a historical dataset. However, the real problem with such
forecasting is that, during use, predictions must be made for many steps
without being able to measure the accuracy of the prediction at each step by
comparison with the actual output. This makes accurate, long-term
forecasting a difficult problem.

As previously discussed in this chapter, the static feedforward and
recurrent networks can be used for multistep-ahead forecasting (please
refer to Section 9.3.2 and Section 9.7). In feedforward networks in which
several lags of the forecast variable are used as inputs, the network output is
used recursively as a delayed input to obtain multistep forecasts. After a
while, the network effectively sees only its own outputs as inputs. If there
are other external variables, they are fixed for all time steps, unless there are
other ways to obtain their forecasts. The network is trained in the usual
manner, using the actual outputs to calculate the error at each step.

In recurrent networks for multistep forecasting, only the current input is
used. Jordan, Elman, and fully recurrent networks (Section 9.7.1 through
Section 9.7.3) can all be used for this purpose. The network state (hidden
neuron output), the output neuron output, or both are repeatedly fed back
as delayed input to make the next prediction. These networks also rely
completely on their own output to make long-term forecasts. For both static
and recurrent networks, the prediction error at each step contributes to the
error in the next step, and as the forecasting horizon becomes longer, this
compounding effect can severely degrade the forecast.

Nguyen and Chan [21] propose a Multiple Neural Network (MNN) model
to address the problem associated with compounding errors in long-term
forecasting. This model combines neural networks for short-term and
long-term forecasting to accommodate a wide range prediction time
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periods and to reduce the error by decreasing the number of recursions
necessary to make a long-term forecast. The approach basically involves
combining several neural networks built to make short- to long term
predictions into a single model. As reported by Nguyen and Chan [21], this
model is demonstrated using the prediction of hourly flow rates at a
gas station.

In MNN, each neural network has a different forecast horizon, meaning
that it is developed to make predictions for a different time period ahead. The
prediction time is of order two. For example, a zero-order network is used for
one-step-ahead (20) prediction. A first-order network predicts two steps (21)
ahead, and a second-order network is used for four steps (22) ahead
prediction, and so on. A network that predicts 2n times ahead is referred to as
an n-ordered network. When designing an MNN, the range of the prediction
horizon is first determined. Then, an adequate number of networks of
different orders are assembled so that together they provide the required
prediction horizon. For example, to make a three-step-ahead prediction, two
sub-networks of orders zero and one can be used, as shown in Figure 9.73.
Here the first zero-order network predicts one step ahead using the actual
inputs. Its prediction is fed into a first-order network, along with the other
required inputs. This second network makes a two-time-step-ahead
prediction, but the first network has already made the one-step-ahead
prediction, and therefore, the final output is for three steps ahead.

The two sub-models in Figure 9.73 are connected to and dependent on
each other, and their weights must therefore be estimated at the same time.
For networks with a higher lead time, the combinations of networks can be
much more complex, with several layers and connections among sub-ANNs.
This structure can require a long training time. Therefore, MNN breaks the
training down to sub-ANNs, which are trained separately. To make a

Zt + 3

Submodel 1 (0 order)

Submodel 2 (Order 1)

Zt

Figure 9.73 A simple MNN model consisting of two sub-models for three-step-
ahead forecasting. (From Nguyen, H.H. and Chan, C.W., Neural Computing and
Applications, 13, 90, 2004. With permission from Springer Science and Business
Media.)
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prediction, the highest-order network is used first. For example, to predict
seven steps ahead, the network of order two (four-step-ahead) is used first.
Then lower order networks are used appropriately. For example, assuming
that for the current time t, xt, and xtK1 are known, and every network has
two inputs. Then the seven-step-ahead prediction can be made with a
network of order two using inputs xtC3 and xtC2 as

xtC7 Z f2ðxtC3; xtC2Þ ð9:93Þ

where f2 indicates a model of order two. Because a two-order model
predicts four steps ahead, it will advance the prediction for xtC3 to xtC7.

However, because the two required inputs, xtC3 and xtC2 are not yet known
for this model, it is necessary to create sub-networks to predict them. To
predict xtC3, the first order ( f1) model (two-steps ahead), which uses xtC1

and xt, can be used. However, because xtC1 is still unknown, another
network of order zero ( f0) must be created using xt and xtK1 as inputs.
Similarly, a first order model is needed to predict xtC2 from xt and xtK1. This
process of building an MNN with sub-nets can be presented as follows:

xtC7 Z f2ðxtC3; xtC2Þ Z f2ð f1ðxtC1; xtÞ; f1ðxt ; xtK1ÞÞ

Z f2ð f1ð f0ðxt ; xtK1Þ; xtÞ; f1ðxt ; xtK1ÞÞ: ð9:94Þ

There are four sub-networks in the above MNN: One of order two, two of
order one, and one of order zero. The higher-order networks use the outputs
of lower-order networks. The sub-networks can be trained separately or
together with other networks, depending on the complexity of the entire set.
Multistep validation can be used in the model development. For example, a
simple measure for a network of order n is the RMSE of the 2n to (2nC1K1)
steps-ahead predictions. To calculate these predictions, higher-order
networks have to use predictions from lower ordered networks.

Nguyen and Chan [21] describe a system development environment for
building, training, validation and testing of MNN. Here, feedforward, MLP
networks trained with backpropagation are used as sub-networks. For each
network, parameters can be specified and the networks can be trained
separately. The higher-order networks receive outputs from lower-ordered
networks as required for training and validation.

9.9.1 Case Study: Long-Term Forecasting with
Multiple Neural Networks (MNNs)

This section will present a case study to illustrate the MNN and to compare
its long-term forecasts with those of a single network. This case study
involves forecasting the hourly flow rate of gas through a compressor
station, which is part of a gas pipeline distributions system. The objective is
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to obtain accurate predictions for customer demands to help dispatchers
satisfy customer demands with minimal operating costs. Forecasts should
help operators make decisions to turn compressors on or off appropriately
and to maintain the necessary pressure while minimizing waste. The study
was reported by Nguyen and Chan [21]. The hourly flow rates were collected
from December 2001 and August 2002. The variation of the hourly flow
rate on a typical day is given in Figure 9.74. The dataset was divided into
training, validation, and testing sets in the ratio of 5:1:1. The training set
contained 2500 observations and the validation and test sets comprised 500
observations each.

The input vector consists of 6 hours of data (i.e., for a quarter day).
Predictions are made for 24 hours ahead. For a 24-step-ahead prediction,
it is possible to design various combinations of sub-networks ranging
from two to four. These possible networks were trained and the best
combination, based on test data, was used as the final MNN. During
training, the weights of the first network were set randomly and the
weights of the subsequent nets were initialized with the previous
network’s weights to reduce training time. Five combinations of networks,
1, 2, 3, 4, and 5, were trained and validated using the validation data.
Network one is the single network for 24-step-ahead forecasting. Out of
the last four MNNs, the one with the lowest validation error was selected
as the final MNN; it happened to be the one with five networks,
producing 8.76 percent mean absolute percentage error (MAPE). The
single network MAPE was 11.7 percent, much higher than that of the best
MNN model. To compare the single network with the MNN models, the
24-hour forecasts from the two models and the corresponding actual
outputs for the independent test set are presented in Figure 9.75; this
figure clearly illustrates the superiority of the MNN model, showing that
the MNN consistently outperforms the single network. The MNN forecasts
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Figure 9.74 Hourly gas flow rate variation in a day. (From Nguyen, H.H. and
Chan, C.W., Neural Computing and Applications, 13, 90, 2004. With permission
from Springer Science and Business Media.)
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seem like a delayed version of the actual outputs, but the range of values
are close to the actual data. The single network forecasts are rather large
random. This indicates that the MNN is superior for long-term forecasting.

As calculated by summing the 24 predictions and averaging, the average
MAPE for the 24 predictions of the single network and the MNN, were
12.38 percent and 8.73 percent, respectively, which indicates that the MNN
performs better than the single network. Neither model, however, is
completely satisfactory, which could be due to an insufficient amount of
data to allow for the incorporation of seasonal variations and other effects
into the prediction. Because the available data was limited, predictions for
6 h ahead were also obtained for the two models, and the average MAPE for
the single network and the MNN on the test data was reduced to 5.75 percent
and 4.97 percent, respectively. Although both model predictions are close,
the comparative plots of the outputs revealed that, overall, MNN results are
still better.

9.10 Input Selection for Time-Series Forecasting

Selecting the most appropriate inputs to a model is an important first step in
model building; it is especially important for neural networks that are
powerful, nonlinear processors. Input selection for static networks is dealt
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Figure 9.75 Twenty-four-hours ahead forecasts from single and multiple networks
in comparison to actual data. (From Nguyen, H.H. and Chan, C.W., Neural
Computing and Applications, 13, 90, 2004. With permission from Springer Science
and Business Media.)
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with in detail in Chapter 5. For time-series, inputs also include lags. As the
input dimensionality increases, model complexity increases and learning
becomes more difficult, leading to poor convergence. With a smaller
number of relevant inputs, a network can focus on developing the required
relationships with more efficiency. The challenge is to select from all the
potential inputs a subset of inputs that will lead to a superior model. For d
potential inputs, there are (2dK1) input subsets. For a larger number of
inputs, it is impossible to test all of the possible combinations. Therefore,
when the potential inputs are large, efficient methods are required to select
the inputs. As stated earlier, the problem is exacerbated when time lags are
used in time-series applications. If there are several input time-series, then it
is necessary to find the appropriate lags that are significant to the output for
each time-series.

Cross-correlation is the most popular analytical technique for selecting
inputs and the number of lags (memory length). The major disadvantage of
cross-correlation is that it is only able to detect linear dependence between
two variables. Because cross-correlation is unable to capture nonlinear
dependence between variables, it can lead to omission of important inputs
that are nonlinearly related to the output.

Another approach is the stepwise selection of inputs, designed to avoid
the necessity of working with all inputs at the same time. Two standard
stepwise approaches are forward selection and backward elimination.
In forward selection, the best single input is found and selected for the
model. In each of the subsequent steps, the input that most improves the
model performance is added to the model. In backward elimination,
the model starts with all the inputs and sequentially deletes inputs that
reduce the model performance the least [31].

Another method that is used is based on the sensitivity analysis of trained
neural networks. Note that Chapter 6 and Chapter 7 treat the topic of
sensitivity analysis of networks in detail. Plots of sensitivity for each input
are inspected, and significant inputs are chosen using judgment based on
the high sensitivity of an input to the output. The practical difficulty here is
choosing a reasonable value by which to perturb the inputs, and selecting
the appropriate cut-off point for input significance [22].

Yet another method for finding the significance of inputs from the
trained network is the saliency analysis. In this method, variables are
removed from the network (i.e., made equal to zero) one at a time, and the
forecast error is computed. By repeating the process for each input variable,
it is possible to determine the relative importance of each variable. The
disadvantage of this approach is that the network is not retrained after the
removal of each input. This can lead to erroneous results if zero is not a
reasonable value for the input. The results can be particularly questionable if
the inputs are statistically dependent, because in general, the effects of
different inputs cannot be separated [23].
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In time-series analysis, Box-Cox transformation is another widely used
method for selecting the number of lagged dependent and independent
variables. In this method, a transfer function, as described by Box and
Jenkins [32], is fitted to the data to determine whether a Box-Cox
transformation of the data is necessary and to determine the important
inputs and lags [22]. However, as with cross-correlation, this method has a
major limitation in solving nonlinear problems because it captures only the
inputs that are linearly related to the data.

In general, input determination can be divided into two stages. The
objective of the first stage is to reduce the dimensionality of the original
inputs to obtain an independent set of inputs. These inputs may not
necessarily be related to the output. At this stage of input preprocessing,
model-free approaches i.e., methods that do not depend on pre-existing
models, are commonly used. During the second stage, this subset is used to
determine which inputs are related to the output. For this purpose, model-
free or model-based approaches can be used. In model-based approaches,
the significance of various subsets of inputs are tested on an appropriate
model to find the set that produces the least error. For a large number of
inputs, the process can be time consuming. In model-free approaches, some
statistical measure of independence, such as correlation, is used. If there is
significant dependence between the output and an input, the input is
retained in the final subset; otherwise, it is discarded. It is very useful to have
a method that accounts for both linear and nonlinear dependencies.

9.10.1 Input Selection from Nonlinearly Dependent
Variables

9.10.1.1 Partial Mutual Information Method

The stepwise partial mutual information (PMI) method, which is an
extension of the concept of mutual information, can account for both the
linear and nonlinear dependence between variables. This approach does
not require that the inputs be preprocessed to ensure independence. The
mutual information (MI) is a measure of the dependence between two
random variables [24]. For a bivariate sample, the MI score can be expressed
in discrete form as

MI Z
1

N

XN

iZ1

ln
PX ;Y ðxi; yiÞ

PX ðxiÞPY ðyiÞ

� �
ð9:95Þ

where xi and yi are the ith bivariate sample pair, N is the sample size,
PX,Y(xi,yi) is the joint probability density at the sample point, and PX (xi) and
PY(yi) are the univariate marginal (simple) probability densities at the
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sample point. The idea is that if two variables are independent, their joint
probability is the product of the marginal probabilities, making the
expression within brackets equal to one. Because ln(1) is zero, for
independent variables, MI is equal to zero. However, to use this method,
the probability densities must be estimated from the data. A simple measure
would be to approximate the densities using histograms. However, a
Gaussian kernal density estimate can be more stable and efficient [22].

The MI criterion can be used to identify significant input variables;
however, it cannot identify redundant variables. As Bowden et al. [22] point
out, if x is an important variable and has a high MI score, zZ2x will also
have a high score. Therefore, z will also be selected, although it is a
redundant variable, because it is already described by the existing
variable x. The partial mutual information (PMI) was introduced to avoid
this problem [25]. The PMI is a measure of the partial or additional
significance added to an existing model by a new variable. The PMI
between a dependent variable y and an independent variable x when a set
of inputs z has already been selected is given in discrete form as

PMI Z
1

N

XN

iZ1

ln
PX 0;Y 0 ðx 0

i ; y
0
iÞ

PX 0 ðx 0
iÞPY ðy

0
iÞ

� �
ð9:96Þ

and

x 0 Z xK E½xjz�; y 0 Z yK E½yjz�

where xi
0 and yi

0 are the ith residuals in a sample of size N after z inputs have
already been used in regression; PX

0(xi
0), PY

0(yi
0) and PX

0
,Y
0(xi

0,yi
0) are the

respective marginal and joint probability densities. The E(yjz) denotes the
expected value or mean, which is a conditional estimate of y for the pre-
existing input set z (i.e., regression of y on z); this estimate is used to obtain
the residual y 0 that remains to bemodeled. Amethod toobtain the conditional
estimate will be discussed shortly. Similarly, E(xjz) denotes the expectation
or mean of x for the pre-existing input set z. This is the regression of x on, z
andaccounts for thedependencebetweenx andz. This estimate indicates the
overlapor correlationbetween x and z, andcanbeused tofind the residual x 0,
which is tested for its capacity to significantly affect the residual y 0. In thisway,
correlated variables can be used and their correlation systematically
removed. Thus x 0 and y 0 contain only residual information after the effect
of the pre-existing variable set z has been taken into consideration.

To estimate PMI, it is necessary to estimate the marginal and joint
probabilities and the conditional values. Bowden [22] shows that for
probability estimates, the city block distance kernel shown in Equation 9.97
is a good alternative to the Gaussian probability density function due to its
similarity to the Gaussian function, but with the added advantage of
computational efficiency. The function in Equation 9.97 is basically the
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multivariate density function, which is the product (denoted by P) of the
univariate functions:

f̂ XðxÞ Z
1

N ð2lÞd

XN

iZ1

Yd
jZ1

expKjxjKxij j=l

Z
1

N ð2lÞd

XN

iZ1

exp K
1

l

Xd

jZ1

jxj K xij j

" #
ð9:97Þ

where f̂ XðxÞ is the multivariate kernel density estimate of a d-dimensional
variable set X at coordinate location x. The xij is the jth component of the ith
multivariate input pattern in a sample of size N. The expression in the square
brackets in Equation 9.97 calculates the distance of an arbitrary vector x to
the ith input vector in the database in terms of city block distance (see
Chapter 8, Section 8.4.2.1). City block distance computes the sum of the
absolute value of the difference between vector components. The larger the
absolute sum, the larger the distance. The probability estimate given by
Equation 9.97 is based on this distance of a vector x to all input vectors in the
sample space. For an input vector located at the center of gravity of the
sample, the distance will be approximately zero and will have the highest
probability. In the univariate case, dZ1 and the density estimate becomes

f̂ XðxÞ Z
1

2N l

XN

iZ1

expKjxKxij=l ð9:98Þ

which closely resembles the univariate Gaussian density distribution. The
parameter l is a smoothing parameter, known as the bandwidth of the
kernel density estimate. An accurate density estimate requires careful
attention be given to l. Small values of l tend to emphasize details of
individual data points whereas large values of l have the tendency to gloss
over the details resulting in over-smoothing of the distribution. The
Gaussian reference bandwidth, for example, is

l Z
4

d C2

� �1=ðdC4Þ

N ðK1=ðdC4ÞÞ ð9:99Þ

which can also be used for the city block estimate, due to its closeness to the
Gaussian estimate. The parameter d is the dimensionality of the variable set.
The above procedure can be used to obtain the required probabilities.
The last required quantity is the conditional values E(yjz) and E(xjz). The
simplest method for obtaining these values is to estimate them using a linear
regression; however, there is a problem, as this model is not dealing with
nonlinearities. Bowden et al. [22] proposes the use of the generalized
regression neural network (GRNN) to estimate this quantity, as explained in
the next section.
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9.10.1.2 Generalized Regression Neural Network

The GRNN is a supervised feedforward neural network with the capability to
universally approximate smooth functions. Developed by Specht [26], it uses
a nonparametric estimate of the probability density function of the observed
data. Theadvantageof themodel is that itmodelsnonlinear relationships, and
more importantly, its structure is fixed and training is therefore more rapid.

The GRNN network can be used to obtain the conditional mean of y
given x E(y jx) (nonlinear regression of dependent variable y on the set of
independent variables x). Suppose that an input vector x of n independent
random variables is used to predict y, the dependent scalar variable. If x is a
particular value of the input vector, and if the joint density f (x,y) is known,
then the conditional mean of y given x is

E yjx
� �

Z

ÐN
KN

y:f ðx; yÞdy

ÐN
KN

f ðx; yÞdy

ð9:100Þ

If the joint density is not known, then the conditional mean can be
estimated based on sample observations. The GRNN uses a class of
nonparametric estimators known as Parzen window estimators, which
Specht [26] used to obtain a sample estimate ŷðxÞ of the population
conditional mean E(yjx) for a particular measured values of x as follows:

ŷðxÞ Z

PN
iZ1

yi :Exp
KD2

i

2s2

� �
PN
iZ1

Exp
KD2

i

2s2

� � ð9:101Þ

where Di
2Z(xKxi)T(xKxi), and T is transpose. The Di

2 is a measure of the
Euclidean distance between x and xi, the ith input pattern. In Equation
9.101, the sum of an exponential form of such distance from x to all other
inputs xi is used in the denominator. The numerator multiplies the
exponential distance by the corresponding observed or target values yi,
indicating a moment. The resulting fraction is similar to the center of gravity
in that the predicted ŷ balances the sum total distance between x and xi and
is therefore the conditional mean of y for x [i.e., E(yjx)]. The parameter s is
the smoothing parameter and N is the sample size.

Equation 9.101 can be easily implemented by a GRNN that has four layers,
as shown in Figure 9.76. In this figure, the first layer is the input layer and the
second (pattern) layer stores the input vectors. When an input is presented,
each neuron in this layer calculates the distance between this input pattern
and the pattern it stores. Third is the summation layer, in which the first
neuron computes the numerator of Equation 9.101, and the second neuron
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computes the denominator. Thus the weights of the first neuron of the
summation layer are set equal to the outputs i.e., AiZyi, iZ1,.,N and those
of the second neuron are set to one i.e., BiZ1, iZ1,.,N. The output neuron
computes the ŷðxÞ by finally implementing Equation 9.101. The optimum
value of the parameter s must be found through trial and error, but as stated
by Bowden et al. [22], the curve of the RMSE versus s is typically very flat near
the minimum and it is therefore not difficult to find a suitable value for s.

Once the conditional expectations are thus estimated from the GRNN,
the residual values y 0 and x 0 can be calculated. The PMI score is then
computed from Equation 9.96, using the probabilities computed from the
assumed city block distance kernal representing the marginal and joint
probability densities. The variable with the highest PMI score is selected and
a 95th percentile randomized sample PMI score for the identified input is
estimated. This measure of significance is used to test whether the selected
input is a significant predictor of the output being modeled. This is
accomplished by using, for example, 100 randomly selected sequences of
the input variable. These can be created by rearranging or bootstrapping the
input variable. In this way, the output is made independent of the input due
to randomization, and a randomized sample of PMI scores can be obtained.
The input is selected as a significant predictor if the sample PMI score is
greater than the 95th percentile of the randomized score. Basically, this
measure tests the sample PMI score with a score that is obtained if the input
is not related to the output.

9.10.1.3 Self-Organizing Maps for Input Selection

The self-organizing feature map (SOM) is a powerful multivariate data
clustering method, and is treated in detail in Chapter 8. In SOMs,
multidimensional data are projected onto a one- or two-dimensional map
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Figure 9.76 Generalized regression neural network (GRNN).
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in such a way that not only are the similar input vectors clustered, but the
inputs that are closer in the input space are closer in the map space as well.
The latter quality is called topology preservation. The SOM usually consists of
an input layer connected to an output layer of neurons that make up the map,
as shown for the case of a two-dimensional map in Figure 9.77. The set of
connection weights from inputs to each of the neurons are represented by a
weight or codebook vector with the dimension equal to the input dimension.
During training, inputs are presented to the network and the neuron with the
weight vector closest to the input vector is declared the winner. A common
distance measure is the Euclidean distance. Once the winner is found, the
weights of the winner and usually those of a neighborhood of neurons
around the winner are moved closer to the input vector. The process is
repeated with all the inputs until the map converges and the weights no
longer change appreciably.

In the trained map, each neuron represents a cluster of similar inputs. By
selecting one input variable from each cluster, it is possible to remove highly
correlated inputs from the original inputs [22]. The selected input dimension
is the one that is closest to the corresponding component of the weight
representing the cluster center. To ensure that an appropriate number of
inputs are selected, the map size should be kept large enough to form a
suitable number of clusters. The selected set of inputs is still not optimized,
but it is a subset of the larger original input set. From this preliminary set, the
best set can be found using a method such as the GRNN, which is a nonlinear
function approximator whose structure is fixed and training is therefore fast,
as has been previously discussed. For a smaller set of inputs, GRNN can be
directly applied. However, when the selected set of inputs is large, it is
necessary to use more efficient methods to arrive at an optimum set of inputs
faster. The use of genetic algorithms (GAs) is one such approach to speed up
the selection of inputs from the GRNN.

x1 xnx2

Figure 9.77 Two-dimensional, self-organizing map.
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9.10.1.4 Genetic Algorithms for Input Selection

The concept of GAs is simple. It is a powerful optimization technique based
on the principles of natural evolution and selection [28]. In the specific case of
selecting the optimum set of inputs from a larger set, GAs can be used to
search through a large number of input combinations with interdependent
variables. The power of GAs lies in the fact that they simultaneously test a
population of solutions i.e., a large number of possible sets of inputs, and by
using genetic operators they eventually find an optimum set of inputs that
best satisfies a relevant fitness or selection criterion. This can be done by
applying each candidate solution as inputs to a GRNN and computing the
RMSE between the model output and the target output. The RMSE is
the selection criterion. The set that produces theminimumRMSE is selected as
the optimum. The question is how to select the candidate sets of inputs
appropriately while avoiding an exhaustive search of all possible
combinations. The GAs are designed for this purpose. They use three genetic
operators: Selection, crossover, and mutation; the generic steps of the
operation of GAs are illustrated in Figure 9.78, along with the equivalent
specific steps taken when applied to input selection, as shown within
brackets in each block.

The following discussion walks through the steps in Figure 9.78,
highlighting the operations done in each step to find a solution that is the
optimum set of inputs. Before starting, possible solutions are coded into
binary strings, which are equivalent to biological chromosomes. Basically, a
string is a set of bits and the length of the strings in the input selection
problem is equal to the total number of inputs from which a subset is sought.
Each bit in the string represents one input variable, and is biologically
equivalent to a gene. In general, a bit can have a value of either 0 or 1, where
0 indicates the absence and one indicates the presence of an input. This
way, each possible input combination can be represented by a unique
string. For example, if there are three inputs, the string {1, 0, 0} represents the
case in which only input 1 is in the selected set, and the string {0, 1, 1}
represents the case in which both inputs two and three are in the set. In the
case of a large number of inputs, the number of strings or chromosomes i.e.,
possible solutions, is large. In GAs, search is initialized with a random
population of chromosomes (i.e., a random set of input combinations).
Then the inputs represented by each of these solutions are tested on the
GRNN and the RMSE (fitness) of each chromosome is found. From these,
the best chromosomes are selected for mating in a process called crossover.

While various selection methods exist, the most commonly used is
tournament selection [27,28]. In this method, chromosomes are randomly
paired, and the one with the higher fitness (lower RMSE) in the pair moves to
the next generation. Because only half of the chromosomes are selected this
way, another tournament is held using all the original chromosomes, but this
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time the tournament is between a different set of random chromosome pairs.
The winners from this round make up the other half of the crossover pool. In
this process, two copies of the best chromosomes and no copies of the worst
ones are replicated in the pool. These are called parent chromosomes.

After chromosomes are selected, a crossover or mating process takes
place, in which two randomly paired chromosomes in the pool partially
exchange genetic information. If the crossover probability is less than the
predetermined crossover probability parameter, an exchange does not take
place, and the two unchanged parent chromosomes enter the new
population of candidate solutions. If the crossover probability is greater
than a predetermined crossover probability parameter, an exchange will take

Start
(All possible solutions

(input combination) coded
into chromosome)

Initialize population
(Select a subset of input
chromosomes randomly)

Convert  chromosomes
into candidate solutions

(i.e. real inputs)

Evaluate fitness
(Run the model on selected

inputs  and  find RMSE)

Select fittest chromosomes
(Inputs with low RMSE)

(Exchange a portion of inputs
with another set)

Mutation
(Eliminate or add inputs)

Stopping
criteria met?

Stop

No

Yes

0 1 0 0 1 0 1 1 0 1

1 0 1 1 0 1 0 0 1 0

1 0 1 1 0 1 0 0 1 0

1 3 4 6 9

Input :

0 1 0 0 1 0 1 1 0 1

1 0 1 1 0 1 0 0 1 0

0 1 0 0 0 1 0 0 1 0

(add input 3)
1

Cross over

Figure 9.78 Steps in a genetic algorithm highlighting the equivalent tasks
involved in the selection of an optimum set of inputs from a large number of inputs.
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place between the two chromosomes. If an exchange is to take place, the
crossover site where the chromosome will be split is selected at random;
genes after the crossover site are then exchanged between the two chromo-
somes. Specifically, after the split, the first portion of one chromosome is
combined with second portion of the second chromosome and vice versa to
create two new child chromosomes of the same length as the parent
chromosomes; these recombined chromosomes then enter the new
population of candidate solutions. There are several variants of crossover
that can be used.

The final genetic operator is mutation, in which randomly selected bits
change their state from 0 to 1 or vice versa. This basically changes the
structure of the candidate solutions. The mutation is designed to allow
solutions that may have been discarded prematurely to have an
opportunity to enter the process, as well as to keep the population
diverse to prevent premature convergence to a local minimum solution.
The common approach to mutation is to use a mutation probability
parameter to determine the probability that each bit in the chromosome
will be mutated. The selected bits are mutated by flipping their value.
This ends one genetic cycle in the generation of a population, and the
candidate chromosomes are again tested for fitness. In the input selection
case, these are used as inputs to the GRNN, and the RMSE is obtained.
The chromosomes with a low RMSE have high fitness. This process is
repeated over numerous cycles until some termination criterion such as
the number of generations is reached or the process converges to a final
solution. The final solution in the input selection problem is the best set
of inputs that are significant for predicting the output.

9.10.2 Practical Application of Input Selection Methods
for Time-Series Forecasting

This section illustrates the methods discussed in the previous section for
input selection using an example study conducted by Bowden et al. [22].
The partial mutual information (PMI) and self organization map (SOM)
followed by genetic algorithm (GA) based generalized regression neural
network (GAGRNN) methods were tested on four datasets with known
dependence structure. The data was generated from models; and the
first three sets are from time-series models used by past researchers [25].
and the fourth was generated by a nonlinear model. These models are

1. AR1:

xt Z 0:9xtK1 C 0:866 et ð9:102Þ

where et is a Gaussian random deviate with zero mean and unit
standard deviation.
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2. AR9:

xt Z 0:3xtK1K 0:6xtK4K 0:5xtK9 C et : ð9:103Þ

3. TAR2—Threshold autoregressive of order two:

xt Z
K0:5xtK6K0:5xtK10 C 0:1et ; if xtK6%0

0:8xtK10 C 0:1et ; if xtK6O0
:

(
ð9:104Þ

4. Nonlinear system:

y Z ðx2Þ
3 C cosðx6ÞC 0:3sinðx9Þ: ð9:105Þ

For the first three models, 500 data points were generated from each
time-series. The first 15 lags were arbitrarily chosen as potential model
inputs. From these, the final subset of inputs was selected using the two
methods: PMI and SOM-GAGRNN. If the input selection methods are
robust, they should select the appropriate lags, as shown in the models.
For the nonlinear system, which is static, 15 standard Gaussian random
variables were generated with 500 data points for each. These 15
variables were used as the potential model inputs and the final subset
was determined from the two input selection methods. In this case, only
the random variables two, six, and nine are used to generate the actual
output. The selection methods should find these three inputs.

The SOM was trained using standardized data, and after training, the
input dimension closest to the cluster center was selected from each neuron
on the map. This helps to exclude highly correlated inputs. The GAGRNN
was implemented on a commercially available neuro-genetic optimizer. The
population size was 50, and 100 generations were run with a fitness criterion
of RMSE.

The PMI algorithm has been specially developed to implement Equation
9.96 for this study. The PMI results for the four models are presented in
Table 9.6, along with the variables selected based on their high PMI scores.
The variables at the cut-off points are denoted by the un-highlighted PMI
scores that are less than the 95th percentile randomized sample PMI.
Variables above this have PMI scores greater than the corresponding 95th
percentile value, and are selected as significant. For all models, PMI has
selected the appropriate inputs. For example, the first model has xtK1 only
and the second has xtK1, xtK4, and xtK9. These have been selected by the
PMI method. Similarly, for the third and fourth models, the correct inputs
have been selected.

Table 9.6 also reveals that the PMI method can indicate the importance of
the variables. For example, the coefficient associated with an input to a
model indicates its significance for predicting the output. For instance, in the
second model, the coefficient for the second input in Equation 9.103 (xtK4)
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is greater than that for the third input (xtK9), which in turn is greater than
that for the first input (xtK1). The values of these coefficients indicate the
order of significance of the inputs. This has been identified by the method
by allocating correspondingly decreasing scores of 0.354, 0.204, and 0.104
for these inputs. The PMI results for the other two models also indicate the
proper order of significance of inputs. Thus, PMI scores are a powerful input
selection method when both linear and nonlinear dependencies are present
in the data.

The results for SOM-GAGRNN are presented in Table 9.7. The table
shows the preliminary sets of inputs selected from the SOM model for the
first three models and the subsequent final set chosen using the GAGRNN
model. For the nonlinear model, SOM was not trained to exclude correlated
variables because inputs are independent by construction. The table shows
that the method selects the correct input for model 1. The SOM selects two
out of three correct inputs for the second model (xtK1 and xtK9), but

Table 9.6 Input Subsets Selected from SOM-GAGRNN Method for
the Four Models

Model Inputs PMI
95th Percentile Randomized

Sample PMI

AR1 xtK1 0.604 0.080

xxttKK99 0.0290.029 0.0330.033

AR9 xtK4 0.354 0.080

xtK9 0.204 0.059

xtK1 0.104 0.044

xxttKK33 0.0260.026 0.0340.034

TAR2 xtK10 0.363 0.098

xtK6 0.077 0.064

xxttKK99 0.0530.053 0.0600.060

Nonlinear x2 0.558 0.097

x9 0.082 0.031

x6 0.072 0.026

xx1010 0.0090.009 0.0130.013

Table 9.7 Results from PMI Input Selection for the Four Models

Model After SOM (unsupervised) After GAGRNN (supervised)

AR1 xtK1, xtK4, xtK6, xtK9, xtK12, xtK14 xtK1

AR9 xtK1, xtK3, xtK5, xtK6, xtK7, xtK8,
xtK9, xtK11

xtK1, xtK3, xtK5, xtK7, xtK8, xtK9

TAR2 xtK1, xtK3, xtK4, xtK5, xtK6, xtK9 xtK3, xtK4, xtK5, xtK6

Nonlinear not applicable x2, x14
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includes additional variables that are not used. The other required input of
lag four is replaced by lag three, because it is closer to the weight of the
cluster center from which the input was selected. The GAGRNN keeps the
two correct inputs, but still retains some of the additional variables. A similar
observation is made for the other two models. For the TAR2 model, only one
(xtK6) out of two correct inputs are selected, and for the nonlinear model,
only one (x2) out of three correct inputs are selected. Thus this method,
while it deals with both linear and nonlinear dependencies by nonlinearly
clustering the data, can select some, but not all, of the relevant inputs. This is
because it can select inputs that are closer to the actual input but are selected
because they happen to be closer to the weights of the cluster.
Improvements to this selection scheme can lead to better results.

9.10.3 Input Selection Case Study: Selecting Inputs
for Forecasting River Salinity

Salinity in rivers can be a major problem for all water usage activities.
Salinity can adversely affect health and crop yield and cause corrosion in
pipes. Salinity is particularly a problem in South Australia, where it is
predicted that salinity levels in drinking water may go beyond acceptable
levels in the next 50–100 years [29]. Salinity is measured in electrical
conductivity (EC) units and the desirable EC threshold for drinking water is
800 EC units.

Salinity is a time-series with seasonal irregular characteristics; salinity is
typically high during the first half of the year and low during the second half.
It is considered important to forecast salinity about 14 days in advance so
that pumping policies can be adjusted to pump more water during periods
of low salinity. This case study, reported by Bowden et al [29], presents input
selection for forecasting salinity at a pumping location in a river in
South Australia.

Salinity is mainly affected by upstream salinity, flow rate, and river level.
Daily readings at 16 locations upstream of the river were used as variables.
These readings included salinity measurements at five upstream locations,
flow measurements in three locations and river level measurements at eight
locations. In addition, 60 lags of each variable were selected as potential
inputs, resulting in a total of 960 inputs. The river flow and the river level are
inversely related to salinity. To select the best inputs for use in a forecasting
model based on feedforward networks, Partial Mutual Information (PIM)
and SOM methods were used, followed by a genetic algorithm-based
GAGRNN. The data selected was from December 1986 to June 1992;
80 percent of the data was used for model calibration and 20 percent for
model testing. Of the calibration data, 20 percent was used for model
validation, that is, to prevent overfitting.
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Due to the large number of inputs, bivariate PIM was run separately for
each of the 60 lags of the 16 variables. It was shown that the first lag was
important for all 16 variables. The second lag selected was a higher-order
lag, such as 50; the third important lag intermediate, such as 25, and
the fourth lag was again of higher order, such as 60. This is because
the information contained in the first input is removed from each of the
remaining inputs and the output using nonlinear regression. Because the
residuals are used to select the next input, the inputs that still contain
additional information are those of higher order. After a higher-order lag is
selected, the additional information remaining in the residual will most
likely be provided by a lower-order lag, and so on. For most of the 16 inputs,
PMI for the first lag was significantly higher than that for the other lags.
Based on PMI and a 95 percent randomized sample PMI, the selected
number of lags (not the lag number) for each of the 16 variables varied from
three to five. In this way, the original set of 960 inputs were reduced to 66
inputs. PMI method was applied again to the reduced set of 66 variables,
resulting in a final set of 13 variables. This set included five salinity variables,
one flow variable, and seven river level variables. Some were of the first lag,
and others were from lags ranging from 11 to 60.

The SOM-GAGRNN produced a final set of 21 variables. There was
some overlap between the inputs selected by the two methods, but they
were mostly different. There were many lag-1 inputs in the set found by
PMI, whereas the set found by SOM-GAGRNN was predominantly
composed of longer lags. The forecasting errors based on feedforward
networks were similar for the two sets of inputs, but the first set found by
PMI was slightly superior. The number of hidden neurons in the two
models was 32 and 33, respectively. The validation error for the two sets
was 34.0 and 36.2 EC units, respectively. However, PMI had an advantage
in that it has produced a more parsimonious model, because it used only
13 inputs. Furthermore, inputs selected from PMI can provide insight into
themost important variables. Thesewere found tobebetter than the results of
previous studies performed using inputs selected from two other methods.
The first was based on a priori knowledge of salinity travel time, combined
with a neural network-based sensitivity study, and the second involved the
method of Haugh and Box [30], which relies on cross-correlation, which only
can capture linear dependencies. These studies had validation errors of 43.0
and 46.2, respectively.

To compare the PMI scores with inputs identified as important by the
neural networks, an input-sensitivity study on the best network (with 32
hidden neurons), which used inputs selected from PMI, was conducted by
perturbing each input by 5 percent. The sensitivity was calculated as

Sensitivity Z
percent change in output

percent change in input
! 100: ð9:106Þ
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The sensitivities and PMI scores are presented in Figure 9.79, in which
the horizontal axis indicates the 13 input variables. The last one or two digits
of the input labels denote the lag number (1–60), the last letter denotes the
type of input—salinity (S), flow (F) or river level (L)—and the first two letters
of the label are an acronym for the name of the upstream location at which
the measurement was taken. It can be seen that there is a close agreement
between the PMI scores for inputs and their sensitivity to the output of the
neural network. The five most important inputs to the neural network are
the five inputs with the highest PMI scores. The inputs with the lowest
sensitivities have low PMI scores. The PMI provides insights into the
significance of the inputs and can therefore provide valuable information
about the system.

To compare the forecasting performance of the two models with
actual data in real-time forecasting, they were tested on a new dataset for
the time period between August 1992 and March 1998 and comprised of
2028 observations. This set had characteristics that were not in the
calibration or testing datasets. The 14-day ahead forecasts from the two
models superimposed on actual data are presented in Figure 9.80, in
which the left figure (a) is for the PIM-based input selection and the right
figure (b) is for SOM-GAGRNN-based input selection. In the figures, the
regions identified as one and two include the characteristics not found in
the data used during model development. The model based on the PMI-
selected inputs was better able to forecast unseen events than the
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Figure 9.79 Comparison of the relative sensitivity of inputs obtained from the
neural network and corresponding PMI scores. (From Bowden, G.J., Maier, H.R.,
and Dandy, G.C., Journal of Hydrology, 301, 93, 2005. With permission
from Elsevier.)
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model based on inputs selected using the SOM-GAGRNN method. The
PMI-based model has a considerably lower RMSE than the SOM-
GAGRNN-based input model (95 and 112.6, respectively). When the
two regions were removed from the data, the first model still
outperformed the second model; the RMSE values for the two models
were 67.9 and 72.5 EC units, respectively.

9.11 Summary

This chapter presents an extensive discussion of neural networks for time-
series forecasting, illustrated by examples and case studies. It covers the
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Figure 9.80 Actual and forecasted 14-day ahead salinity values from the
networks: (a) with inputs selected from PMI and (b) with inputs selected from
SOM-GAGRNN. (From Bowden, G.J., Maier, H.R., and Dandy, G.C., Journal of
Hydrology, 301, 93, 2005. With permission from Elsevier.)
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topics of linear and nonlinear models for time-series forecasting, long-term
forecasting with neural networks, model error decomposition into bias and
variance components, and input selection for time-series forecasting. The
chapter begins with an introduction to forecasting using linear neuron
models and demonstrates that, with input lags, these models are equivalent
to auto regressive (AR) models in classical time-series modeling. When error
lags are introduced to this model, it represents an autoregressive moving
average (ARMA) model. A linear model is illustrated using an example
involving the regulation of the teperature in a furnace to demonstrate the
short-term and long-term forecasting ability of this model. The results show
that the linear neuron model captures the linear temporal dynamics;
however, the long-term forecasting ability deteriorates as the prediction
horizon increases.

Next the chapter introduced nonlinear networks for time-series
forecasting. These networks use modified backpropagation with short-
term memory filters, represented by input lags (focused time-lagged
feedforward networks) and recurrent networks with feedback loops,
which capture the long-term memory dynamics of a time-series and
embed it in the network structure itself. The chapter demonstrates that these
networks represent variants of nonlinear auto regressive (NAR) models.
Three practical examples (regulating the temperature in a furnace,
forecasting the inflow into a river, and forecasting the daily air pollution)
are solved to illustrate the modified backpropagation method and its ability
to perform short-term and long-term forecasting. The results show that use
of a nonlinear network improves short-term and long-term forecasting
ability compared to linear models.

Three types of recurrent networks are treated in detail: Elman, Jordan,
and fully-recurrent networks. In an Elman network, the hidden-layer
activation is fed back as an input at the next time step, while in a Jordan
network, the output is fed back as an input. In fully recurrent networks, both
the hidden-neuron activation and theoutput are fedback to themselves in the
next time step. The chapter demonstrates how these networks encapsulate
the long-term memory of a time-series and illustrates that recurrent networks
are variants of NAR models, and that when error is incorporated as input, they
become nonlinear auto regressive integrated moving average (NARIMA)
models and NARIMAx models with exogeneous inputs. The training of these
networks is presented in detail.

Examples and case studies are presented for each recurrent network
type; these examples range from stream flow and rain fall run-off to energy
and temperature forecasting in various applied situations. The results
demonstrate that the recurrent networks outperform focused time-lagged
feedforward networks and are more robust in long-term forecasting.

Accuracyof long-term forecasting nevertheless degradeswith the forecast
horizon, and the chapter presents an approach to improve long-term
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forecasting with neural networks using multiple neural networks (MNN) that
amalgamate a set of sub-models with shorter prediction horizons. A practical
case study involving hourly gas flow rate forecasting is presented to highlight
the advantage of such models in extended long-term forecasting. The bias
and variance issues still apply to time-series models, and the chapter
addresses the decomposition of error into bias and variance components
using Monte Carlo simulations to assess the contribution of each to model
error with respect to the number of input lags and hidden neurons in focused
time-lagged feedforward networks. This decomposition helps to identify
which component of error the researcher must focus on when improving
models to produce the best generalization.

The last section treats the topic of input selection for neural networks
used in time-series forecasting, including an example and a practical
application case study. Two methods used for illustration are partial mutual
information (PMI) in conjunction with generalized regression neural
networks (GRNN) and a self-organizing maps (SOM) in conjunction with
a genetic algorithm (GA) and GRNN for the selection of inputs that are
nonlinearly correlated. Applying these methods to synthetic data and a river
salinity problem, the chapter demonstrates that the PMI method is superior
to the other method and provides insight into the significance of inputs to
the prediction of the output. The PMI has the ability to efficiently select the
most relevant inputs from a large set of correlated and redundant inputs.

Problems

1. Define linear and nonlinear time-series and the implications of this
aspect for modeling.

2. Summarize the main attributes of a focused time lagged feedfor-
ward networks (FTLFN).

3. Describe the difference between FTLFN and recurrent networks.
What aspect of a time-series do recurrent networks capture and
how do they do this?

4. What are the shortcomings of both FTLFN and recurrent networks
in relation to long-term forecasting?

5. For a time-series dataset of your choice, plot the time-series and
describe its trends and characteristics. Consider what preprocessing
may be appropriate for the data.

6. Using available software of your choice or by programming,
develop an appropriate one-step-ahead forecasting model for the
time-series data in Problem 5 using all possible inputs. Assess the
validity of the model and test its performance on unseen data.

7. For the time-series data in Problem 5, use appropriate methods for
selecting relevant inputs (and lags) for one-step-ahead forecasting
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of the time-series. Incorporate any relevant data pre-processing
methods, including those discussed in Chapter 6. If other external
variables exist, do they influence the outcome?

8. Several statistical measures are used in this chapter for calibration
(i.e., model development and validation) and the testing of time-
series. Explain their meaning and the similarities or differences
among them. Which ones are particularly relevant to time-series
data?

9. Using available software of your choice or by programming,
develop an appropriate one-step-ahead forecasting model for the
time-series data in Problem 5 using the inputs selected in Problem
7. Assess the validity of the model and test its performance on
unseen data. Describe the effect of input selection on forecasting
accuracy by comparing results from the network using all
possible inputs (in Problem 6) and using only carefully
selected inputs.

10. What are the sources of error in long-term forecasting and how
can they be minimized?

11. Assess the quality of the model developed in Problem 9 for long-
term forecasting. What changes can be made to the model to
improve long-term forecasting accuracy? Implement the proposed
changes and assess the model’s accuracy.
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Appendix

A.1 Linear Algebra, Vectors, and Matrices

Vectors provide an efficient way to compute with multidimensional data.
An ordered pair of numbers can be regarded as a point or a vector in
two-dimensional space, as shown in Figure A.1.

Similarly, a point in three-dimensional space is represented by a vector
with three components. A vector with n dimensions is written using the
notation xZ [x1, x2, ., xn]. For example, an input vector with values for n
variables is an n-dimensional vector. A vector can be written in row format
or column format. For example:

x Z ½ 3; 2; 1 �

is in row format, while

y Z

3

2

1

2
64
3
75

is in column format. Because the individual values and their order are the
same for both x and y, y is called the transpose of x, written as y Z xT, or x
is the transpose of y, written as x Z yT.

A.1.1 Addition of Vectors

Vectors can be added or subtracted following the usual way addition or
subtraction is carried out on an element-by-element basis. Consider two
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vectors, x and y:

x Z ½ 2; 3; 1 �

y Z ½ 1 6 5 �

x C y Z ½ 3 9 6 �

xK y Z ½ 1 K3 K4 �:

A.1.2 Multiplication of a Vector by a Scalar

A vector can be multiplied by a scalar (a constant value). For example,
multiplying xZ [3 2 1] by 2 produces a vector twice as long, 2xZ [6 4 2].

A.1.3 The Norm of a Vector

The length (also called norm or magnitude) of a vector denotes the distance
to the point referred to by its coordinates. The norm or magnitude of a
vector x with n components is

kxk Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 C x2
2 C/C x2

n

q
:

Therefore, for the vector xZ [3, 2, 1], the norm is

kxk Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
32 C 22 C 12

p
Z

ffiffiffiffiffi
14

p
:

(2, 4)

X2

X1

(2, 4)

X = [2, 4]

X2

X1

Figure A.1 A point in two-dimensional space (left) and the same point viewed as a
vector (right).
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A.1.4 Vector Multiplication: Dot Products

The dot product provides an efficient method of multiplying two vectors.
The dot product of two vectors xZ [x1, x2, ., xn] and wZ [w1, w2, ., wn] is

x$w Z x1w1 C x2w2 C . C xnwn;

which is the sum of products of vector components. The dot product can
also be written as

x$w Z kxkkwkðcos qÞ;

where q represents the angle between the two vectors. This is presented in
Figure A.2.

Example. Find the dot product of the vectors [K1 3 6 K2] and
[1 2 2 K3]. Find the angle between the two vectors.

Solution. The dot product is

½�1 3 6 �2�$½1 2 2 �3�

Z�1!1 C 3!2 C 6!2 C �2!�3 Z 23:

The angle between the two vectors is (from the above equation)

cos q Z
23ffiffiffiffiffi

50
p ffiffiffiffiffi

18
p Z 39:948:

The
ffiffiffiffiffi
50

p
and

ffiffiffiffiffi
18

p
in the above expression are norms or the lengths of

the two vectors x and w. When two vectors are perpendicular or
orthogonal to each other, their dot product is zero. This is because when
qZ908, cos q Z0.

X2

X1

x

w

θ

Figure A.2 Two vectors, x and w, and the angle between them.
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A.2 Matrices

Operating with many vectors can be greatly simplified by organizing them
in matrices. A matrix is a rectangular array of numbers. An m ! n matrix is a
matrix with m rows and n columns that represent vectors. Each element of a
matrix can be indexed by its row and column position. The order of
elements is therefore written as

A Z

a11 a12 a13 . a1n

a21 a22 a23 . a2n

a31 a32 a33 . a3n

«

am1 am2 am3 . amn

2
6666664

3
7777775
:

For the 3 ! 2 matrix B, given below, the element b32ZK5 and b21Z2:

B Z

K3 3

2 9

1 K5

2
64

3
75:

A.2.1 Matrix Addition

Matrices can be added by summing their corresponding elements. For
example, if CZACB, then cij Z aij C bij. For example, if

A Z

3 1

2 4

1 5

2
64

3
75 and B Z

K2 1

3 2

1 4

2
64

3
75;

then

C Z A C B Z

3K 2 1 C 1

2 C 3 4 C 2

1 C 1 5 C 4

2
64

3
75Z

1 2

5 6

2 9

2
64

3
75:

A.2.2 Matrix Multiplication

To multiply two matrices, A and B (written as AB), the number of columns in
A must match the number of rows in B. If A is an m ! n matrix and B is an
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n ! s matrix, then the matrix product AB is an m ! s matrix. If CZ AB,
then an element of this product is defined as

Cij Z ðith row vector of AÞ$ð jth column vector of BÞ

Z
Xn

kZ1

aikbkj :

Example. Compute the product

C Z
K2 3 1

1 2 4

" # 4 2 1 1

K3 K1 4 3

1 4 5 1

2
64

3
75

Solution. The elements c11 and c23 are calculated as

C Z
K2!4 C 3!K3 C 1!1. . .

. .1!1 C 2!4 C 4!5 .

" #
;

and the complete solution is

C Z
K16 K3 15 8

2 16 29 11

" #
:

Using this procedure, any number of matrices can be multiplied together
by sequentially carrying out the computation.

A.2.3 Multiplication of a Matrix by a Vector

A matrix can be multiplied by a vector in a similar manner to the
multiplication of two matrices. For example, for a matrix w of size 2 ! 2 and
a vector x of size 2 ! 1, given as

w Z
1 2

3 4

" #
; x Z

5

6

" #
;

multiplication gives a 2 ! 1 vector, u, as

u Z
1 2

3 4

" #
5

6

" #
Z

5 C 12

15 C 24

" #
Z

17

39

" #
:

In this manner, many matrices and vectors can be multiplied together.
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A.2.4 Matrix Transpose

Similar to vector transpose, matrices are transposed by arranging original
rows as columns, or vice versa. If matrix B is the transpose of matrix A, then
the element bij is the same as element aji.

Example. Write the matrix B if BZ AT and

A Z
K2 3 1

1 2 4

" #
:

Solution.

B Z AT Z

K2 1

3 2

1 4

2
64

3
75
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Air pollution forecasting, 473–475
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Analysis of variance (ANOVA), 62–64, 221,

229–237, 524

Annual number of sunspots, 470–471

ANOVA see Analysis of variance

Appendix, 555–560

Arctan functions, 75–76

ARIMA see Autoregressive Integrated Moving

Average

ARMA see Autoregressive Moving Average

ARMAX see Autoregressive Integrated Moving

Average with Exogenous Variables

ARx see Autoregression with External Variables

Assessing uncertainty, 283–335

see also Bayesian statistics

Atmospheric radiative transfer, 295–300,

301–311

Automatic generation of network structures,

471–475
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(ARIMA), 441–442, 468–471
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Exogenous Variables (ARMAX),

505–507

Autoregressive Moving Average (ARMA), 523,

525–528

Axons, 17

B

Backpropagation learning

batch learning, 128–130

Bayesian classifiers, 151–152

classification problems, 145–152

computer experiments, 138–141

convergence comparisons, 187–188

delta-bar-delta learning, 159–160

gradient descent, 127–128

hidden neurons, 141–145
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learning rates, 130–134, 138–141

momentum, 134–141

multiple hidden neurons, 141–145

multiple-input networks, 142–145

multiple-output networks, 143–145

nonlinear pattern recognition, 116–152

on-line learning, 134

QuickProp, 170–171

rainfall runoff, 501

single-input networks, 141–142

single-output networks, 141–143

steepest descent method, 164–166

time-series forecasting, 480

twenty-fold cross validation, 149–151

weight updating, 130–134

Bar charts, 388–389, 404

Basic concepts, 12–16

Batch learning

backpropagation learning, 128–130

delta rule, 49–50

linear neurons predictive properties, 57–60

self-organizing map networks, 360

unsupervised networks, 344

Bayesian statistics

assessing uncertainty, 6, 283–335

Bayesian classifiers, 151–152

input sensitivity uncertainty, 325–328

network output uncertainty assessments,

300–311

output sensitivity, 311–333

uncertainty assessments, 6, 283–335

weight uncertainty estimations, 285–300

Best-subsets regression, 261–262

Bias

output sensitivity, 322–323

time-series forecasting, 519–528

Bias-variance decomposition, 520, 521–528

Bias-variance tradeoffs, 196–221

early stopping, 197–198, 199–215

exhaustive searches, 197, 198

regularization, 198, 215–221

C

Canadian salmon, 35–38, 371–382

Canonical correlation, 65

Capabilities of neural networks, 12–16

Cell body, 17

Centroid data mapping method, 416–418

CG see Conjugate gradients

Chi-square test statistics, 234

City block distance, 342

Classification

backpropagation learning, 145–152

delta-bar-delta learning, 160–163

linear neurons, 46–66

multilayer perceptron networks, 103–109

perceptrons with supervised learning, 27–46

self-organizing maps, 388–389

threshold neurons, 20–23

Cluster centres see Codebook vectors

Clustering

Canadian and Alaskan salmon, 371–382

codebook vectors, 395–411

input selection for time series forecasting,

539–540, 543–546

iris flowers, 382–394, 397

self-organizing maps, 7, 337–433

Codebook vectors, 352–354, 362–368, 374–382,

390–411

Coefficients of correlation, 251–253

Collinearity, 262–263, 274–275

Competitive learning, 26, 340–349

Competitive networks, 12, 13

Complete linkage clusters, 399

Complexity reduction methods, 221–237

Complex problems

backpropagation learning, 145–152

delta-bar-delta learning, 160–163

Computer experiments

backpropagation learning, 138–141

Gauss–Newton method, 178–180

Levenberg–Marquardt method, 183–184

QuickProp, 170

steepest descent method, 164–166

Conceptual basics, 12–16

Confidence intervals, 239–241

Confusion matrices, 388–389, 404

Conjugate gradients (CG), 501–507

Convergence, 185–192, 376–380

Correlation

coefficients, 251–253

data visualization, 248–249

matrices, 251–253, 302–303, 328–330

output sensitivity, 328–330

output uncertainty, 302–303

thermal conductivity, 247–254

whitening, 255–259

winner selection, 342

Covariance

between variables, 251–253

matrices, 251–253, 302–304, 307–311

output uncertainty, 302–304, 307–311

Cows, mastitis health status, 368–371

Cross-correlation input selection, 534

Cross-validation, 149–151, 206, 406–411,

519–520

see also Early stopping
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Current flow, 457–458

Current variation, 442

Cyclic phenomena, 86–97

D

Dairy cows, mastitis health status, 368–371

Data

correlation, 247–254

exploration, 6, 245–259

extraction, 195–243

mapping, 416–418

normalization, 253–259

preprocessing, 246–281

visualization, 248–251, 383

see also Multidimensional data; Multivariate

data

Decomposition, 304–311, 315–320

Delta-bar-delta learning, 152–166

backpropagation learning, 159–160

complex problems, 160–163

momentum, 157–158

QuickProp, 170–171

steepest descent method, 164–166

Delta rule, 47–50, 72

see also Steepest descent

Dendrograms, 396, 397–399
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Dimensionality reduction, 245–247, 262–268,

270–280
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Discriminant analysis, 38–40

Distance measurements, 341–343, 354–357,

399, 429

Divisive clustering, 396

Dot products, 557
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fully recurrent networks, 515–519

furnace temperature regulation, 495–500

nonlinear time-series forecasting, 446–457

output feedback, 508–515

rainfall runoff, 500–507

time-series forecasting, 446–457, 485–519

Dynamic self-organizing maps, 412, 419–427

E

Early stopping, 197–198, 199–215, 519–520
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301–311, 314–333
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Eigenvectors, 256–259, 263
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Elman recurrent networks, 488–491
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508–510

Error correction, 72
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Error covariance, 302–304
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Error decomposition, 304–311, 521–528

Error distributions, 391–393, 466–467
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backpropagation learning, 117–152

hidden neuron weights, 123–127

nonlinear pattern recognition, 113,

115–116

output neuron weights, 120–123

steepest descent method, 163–166

time-series forecasting, 479–480

Error minimization, 166–192

backpropagation learning, 131

concept, 172–174
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184–185

nonlinear pattern recognition, 113,

115–116

Error surfaces

backpropagation learning, 117–152

gradient descent, 116

nonlinear pattern learning, 113

steepest descent method, 163–166
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Exhaustive searches, 197, 198

Exponential decay neighbor strength, 351, 352,

358–359

F

Fahlman, Scott, 167

Feature extraction, 245–247, 262–268

Feedback recurrent networks, 485–507,

508–515

Feedforward networks

focused time-lagged networks, 446–457

input selection, 535–539, 543–549

long-term time series forecasting, 529

nonlinear time-series forecasting, 448–450

output sensitivity, 311–313

rainfall runoff, 500–507

time series forecasting, 446–457, 529,

535–539, 543–549

uncertainty assessment, 6

Fishers discriminant functions, 43–44
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Flexible growth, 427

Flood management, 500

Flow forecasting, 457–468, 500–507, 531–533

Focused time-lagged networks, 446–457

Forecasting see Time-series forecasting

Freshwater fish, 35–38, 371–382

Fully recurrent networks, 515–519

Furnace temperature regulation, 442–446,

495–500

G

GA see Genetic algorithms

Gas flow rate forecasting, 531–533

Gaussian activation functions, 73, 76–77, 481

Gaussian complement activation functions, 73,

77

Gaussian neighbor strength function, 350–351

Gauss–Newton method, 174–180, 189–190

GCS see Growing cell structure
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475–484

Generalized Regression Neural Networks

(GRNN), 69–70, 538–539, 543–549

Genetic algorithms (GA), 541–546

Geophysical parameters, 295–300, 301–311,

314–333

GNN see Generalized Neuron Networks

Gradient descent, 115–116, 127–128

GRNN see Generalized Regression Neural

Networks
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Growing hierarchical SOM, 411, 413

Growing neural gas, 411, 412

Growing SOM (GSOM), 412, 419–427
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35–38, 371–382

GSOM see Growing SOM

H

Heat influx predictions, 61–64

Hebbian learning, 23–26

Hessian matrices, 297–298

Hidden neurons

backpropagation learning, 141–145

cyclic phenomena modeling, 87–94

dimensionality reduction, 278–279

early stopping, 212–213

error gradient, 123–127

feedback recurrent networks, 485–507

multi-input multilayer networks,

102–103

nonlinear time-series forecasting, 453

one-input multilayer networks, 80–97

single nonlinear, 80–86

time-series forecasting, 453, 485–507

variance of network sensitivity, 235–237

weights, 123–127

Hierarchical clustering, 396, 423

Higher-dimensional classification, 45

Histograms, 248–249, 318–319, 383, 384

Home heat influx predictions, 61–64

Hourly flow rate forecasting, 531–533

Hybrid linear-nonlinear time-series forecasting,

468–471

Hyperbolic tangent activation functions, 73, 75

I

Incremental grid growing (IGC), 411, 412–413

Information processing, 18–19, 110

Initialization

growing cell structure maps, 414

self-organizing maps, 372, 382, 420

Initial random weights, 203–206

Input data correlation, 247–254

Input data mapping, 416–418

Input selection, 246–247, 259–262

dimensionality reduction, 270–280

nonlinearly dependent variables, 535–546

time series forecasting, 533–549

Input sensitivity, 311–333, 467–468

Input vector distances, 341–343

Intrinsic noise, 304–311

Intrinsic uncertainty, 292–293

Inverse tan functions, 75–76

Iris flowers, 382–394, 397

Iterating neighborhood sizes, 357–358

J

Jacobians, 323–333

James, William, 19

Jordon recurrent networks, 513–515

K

K-means clustering, 360, 396–397, 403–405

Kohonen’s maps see Self-organizing feature

maps
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Learning

classification accuracy, 33

competitive learning, 26, 340–349
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Hebbian learning, 23–26

introduction, 5

neuron models, 19, 20–67

nonlinear patterns, 113

on-line learning, 56, 134

real time recurrent learning, 500–507

recurrent networks, 490–507, 513–515

recursive learning, 56, 344, 360

self-organizing map networks, 349–371

two-dimensional self-organizing maps,
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unsupervised networks, 339–349

see also Backpropagation learning; Batch

learning; Delta-bar-delta learning
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Levenberg–Marquardt (LM) method, 180–184,

190–192

Linear algebra, 555–557
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Linear data analysis, 11

Linear discriminant function analysis, 38–40
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delta rule, 47–50
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predictive properties, 46–66
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440–446

furnace temperature regulation, 442–446,
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river flow forecasting, 460–463

LM see Levenberg–Marquardt

Load demand, 482–484, 517–519

Logistic activation functions, 73–75, 82–84,

100–102
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Long-term time series forecasting, 528–533
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Mapping input data, 416–418
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Nonlinear dependent variables, 535–546
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multilayer perceptron networks, 72–80

nonlinear regression analysis, 80

population growth, 77–80

two-dimensional input processing, 98–102

Nonlinear pattern recognition

backpropagation learning, 116–152

delta-bar-delta learning, 152–163

error minimization, 115–116

gradient descent, 115–116

multi-input multilayer networks, 98–109

multilayer perceptron networks, 69–111

QuickProp, 166–172

steepest descent method, 163–166

supervised training, 114–115

Nonlinear regression analysis, 80

Nonlinear time-series forecasting, 437–438,

446–468

dynamically driven recurrent networks,

446–457

focused time-lagged networks, 446–457

linear hybrid time-series forecasting,

468–471

river flow forecasting, 457–468

spatio-temporal time-lagged networks,

450–457

Normalization of data, 253–259

Norm of a vector, 556

O

OBD see Optimal brain damage

OBS see Optimal brain surgeon

OCD see Optimal cell damage

Off-line forecasting, 518–519

One-input multilayer nonlinear networks,

80–97

cyclic phenomena modeling, 86–96

nonlinear hidden neurons, 80–86

seasonal species migration, 94–97

On-line learning, 56, 134

Optimal brain damage (OBD), 221–229

Optimal brain surgeon (OBS), 221

Optimal cell damage (OCD), 221
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Ordering phases, 374–376
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Parallel visualization, 249
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PCA see Principal component analysis

PDF see Probability distribution functions
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see also Multilayer perceptron networks
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PLS see Partial least-squares

PMI see Partial mutual information
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Power demand, 482–484, 517–519

Precipitation forecasting, 457–460

Predictive properties, 46–66, 103–109

Preliminary modeling, 271–275

Preprocessing, 6, 246–281
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274–280

decomposition, 315–320

regression, 320–323

regularized Jacobians, 328–333

substrate quality estimations, 274–275
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